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Abstract. Object detection has achieved a tremendous advancement based on feature-based learning in the vision space, while little work has focused on reasoning in the perception space like humans. One of the greatest challenges lies in that it is difficult to build a connectivity model in the topological space for relational reasoning, since the current network is better at modeling the distribution of structured data. To settle this issue, we introduce a novel graph modeling mechanism with class-based graph representation, which contributes to modeling the high-order topology structure that maps the data distribution to make the detection models have better relational reasoning ability. In this mechanism, we propose three learning subtasks, i.e., vision-to-perception embedding, perception reasoning graph representation, and perception-to-vision modeling. The mechanism based on such subtasks effectively maintains the independence of the original detection network and the proposed mechanism-based model, thus it can be well integrated with existing detection models without additional modification. The experimental results demonstrate the feasibility and effectiveness of our proposed mechanism, and the new state-of-the-art performance can be achieved on the public challenging datasets for object detection.

1 Introduction

The strong perception reasoning ability of humans makes it easy to detect objects in an image or even a blurred image. For example, the slender chopsticks next to a bowl on a dining table can be easily and correctly recognized by humans, while it may only be seen via the optimization for the corresponding scale. Anchor-free frameworks\cite{31,19} and Trident\cite{19} addressed the issue of multi-scale detection on effectively boosting the performance in the vision space. SNIP humans sheds new light on the development of object detection in existing detection models with better perception reasoning ability like humans. Therefore, endowing existing detection models with better perception reasoning ability like humans sheds new light on the development of object detection in the high-order space.

A great deal of previous research on object detection has focused on effectively boosting the performance in the vision space. SNIP\cite{31} and Trident\cite{19} addressed the issue of multi-scale detection via the optimization for the corresponding scale. Anchor-free frameworks\cite{32, 41, 15} were designed to alleviate the limitation of feature embedding based on anchor box (anchor-scale, anchor-ratio, anchor-object mapping, etc.). Key-point-based models\cite{40, 5, 17} generated key points, and grouped them to determine the objects. However, such studies remain narrow in focus dealing only with making better representations of the visual features for better feature-label mapping. Especially, the relational reasoning in the high-order topological space remains to excavate, which is more in line with human cognition for visual processing.

With the increasing emergence of unstructured graph representations, more and more graph models\cite{2, 3, 35} are raised to realize relational connectionist modeling and perception reasoning. Figure 1 shows several kinds of graph structures to encode the reasoning relations via graph nodes and edges. Figure 1(a) expresses fully-connected relations to model the unstructured graph representations by global optimization through all graph nodes and edges. The graph is initialized based on prior knowledge to fit the original distribution of data structure. The models in\cite{2, 3} were optimized by propagating the information in the global graph at a time, to encode the global mapping relations of grid-like data. However, it is redundant to update all the graph representations at each equilibrium, because many node-to-node mutual relationships do not appear in an image. Figure 1(b) is locally responded with no prior knowledge to focus on local optimization of graph structure, so that the problem of matrix redundancy is effectively alleviated. Xu et al.\cite{35} relied on the extracted features from the detection network to promote the attribute representation of the graph nodes and edges, and the information flow passed in the relative spatial layout of the graph. However, such method easily results in the optimization of the graph jitter due to the lack of supervision with prior knowledge, which is not conducive to simulating the raw grid-like data representation. Thus to make the detection model reasoning like humans, the crucial issues that are tightly coupled with each other can be summarized as: (1) Modeling high-order topology structure of data to realize correlation reasoning like humans; (2) Learning the optimal graph representation based on prior knowledge via the most relevant adaptive learning; and (3) Decoupling the original detection network and graph structure, and making optimization via mutual supervision.

To address the above issues, we introduce a novel class-based graph representation mechanism based on Graph Convolutional Network (GCN)\cite{14}, called ClassGCN. It aims to model the high-dimensional topology structure that maps the data distribution, and make the detection models have better relational reasoning ability, as shown in Figure 1(c). Our mechanism divides the graph representation pipeline into the following three subtasks: (1) Vision-to-perception embedding – ClassGCN embeds the detection features of the network in the vision space to a perception reasoning graph, and obtains the supervised embedding; (2) Perception reasoning...
A number of studies have postulated a convergence between grid-like data interaction relationships and graph representation, which are widely used in various deep learning tasks like few-shot learning [13, 7, 9], action recognition [18, 30], and so on. Graph Convolution Network [14], which was obtained by the local first order approximation of a spectral convolution, completed the semi supervised learning task through layer by layer feature mapping. Chen et al. [2] mapped features from geometric coordinate space to interaction space for reasoning through graph convolution network, which focused on aggregating features of all adjacent pixels through an attention-like mechanism. Such graphs, however, are fully connect ed and pass the information stream among global nodes and edges, which results in generating redundant matrices because flow transmission is just locally related in some cases. Lee et al. [1] introduced an RNN model to concentrate on the small but informative parts of the graph, in order to denoise from the rest of the graph for the classification. Veličković et al. [33] adaptively assigned various weights via attention to neighbor nodes to highlight the most relevant ones. However, it is sub-optimal to directly apply such methods to object detection, because they rely on the attention weights generated by the graph itself and ignore the supervised auxiliary of the features extracted from the base model. Correspondingly, our ClassGCN achieves the local optimization-maximization of the graph by integrating the graph-level information with the supervised embedding encoded from the detection model in the vision space.

2.2 Object Detection in the Vision Space

A considerable amount of literature has been published with better performance based on the vision space. These studies can be grouped into two categories, that is, two-stage models and one-stage models. Classical R-CNN-based models [11, 10, 29] divided the detection process into region proposal extraction and object classification and regression to detect objects from coarse to fine. In contrast, object detection was treated as a regression problem trained end-to-end in [26, 27, 28, 24]. Although more recent models [21, 38, 25] significantly boosted the performance over classical models owing to better feature embedding, they were encumbered by the design of the feature-label mapping mechanism artificially. Wu et al. [34] explored the object detection by a segmentation method, whereas how to convert the detection labels to segmentation labels limited the performance of the model. Ghiasi et al. [8] used a neural architecture search to discover a new feature pyramid architecture in a new scalable search space covering all cross-scale connections, but huge computing resources were a huge burden. What the most important is that all these models build upon the vision space modeling, which leads to the lack of critical reasoning ability like humans.

2.3 Object Detection in the Perception Space

In the field of object detection, just a few works have attempted to utilize relation networks for better feature relation representation. Hu et al. [12] proposed the relation networks to establish the relationships among objects via learnable multi-head attention. However, the relation of the graph network was fully connected, which led to a redundant graph rather than concentrating on what was the most interesting relation. Xu et al. [35] introduced a spatial-aware graph relation network to adaptively discover and infer the objects by combining key semantics and spatial relations. However, the grid-like data of graph networks were generated entirely by the inference of detection networks, thus the data imbalance might weaken the performance of the class with fewer samples and the potential relationships of the graph nodes and labels had been under utilized. In contrast to these works, our method establishes a reasoning graph network based on prior

Figure 1. The comparison among different graph structures. (a) A fully connected and globally optimized graph based on prior knowledge; (b) A locally optimized graph with no prior knowledge; (c) Our ClassGCN with prior knowledge and adaptively local optimization-maximization. “A–F” are the nodes of the graph and mean the classes; the edge between two nodes denotes the class-class relationship; the node filled with yellow color represents the node with prior knowledge; the node filled with orange color indicates the relevant optimization; and the first and second rows represent the graphs without optimization and with optimization, respectively.
knowledge, encodes the features of basic detection network to supervise the local optimization-maximization of the graph, and obtains the optimal graph-level representation.

3 Methodology

3.1 Overview

Inspired by human visual systems, we propose a novel class-based graph representation mechanism, ClassGCN, which is a class-class directed graph based on Graph Convolution Network (GCN) for object detection, as shown in Figure 2. ClassGCN can be easily integrated with current detection models to make them have better reasoning ability and improve their performance by a large margin. The GCN is described as $G := f(V, E, X_0, A)$, and defined by its nodes $V$, edges $E$, a feature matrix $X_0$, and an adjacent matrix $A$. The objective of GCN is to learn a non-linear function $f(\cdot)$ to optimize the global propagation among nodes and edges. However, such representation results in the redundant matrix and over-optimization for the grid-like data as mentioned above. To address this issue, we maximize the local response optimization of the graph by self-learning, which can be formulated as:

$$G = f(V, E, X_0, A, F, W),$$

(1)

where $F$ and $W$ represent the supervised information for the optimization of $V$ and $E$, respectively.

In our proposed ClassGCN, the vision-to-perception embedding subtask encodes the feature maps from the basic detection model via cross-non-linear functions, to generate the corresponding supervised information for diverse GCN layers. The perception reasoning graph representation subtask adaptively maximizes the local optimization of the $l$-th layer $H$ of the graph by combining the supervision information $\Upsilon \leftarrow \{F, W\}$ with the node-level output of the front GCN layer and adjacent matrix, which can be formulated as the following non-linear function.

$$H^{(l)} = \sigma(H^{(l-1)}, A, \Upsilon).$$

(2)

In the perception-to-vision modeling subtask, the node-level output of the last graph layer is re-encoded by the non-linear functions, which aims to supervise the detection in the vision space. As follows, we will introduce vision-to-perception embedding for embedding the visual detection to perceptual reasoning, perception reasoning graph representation for learning a graph-level representation, and perception-to-vision modeling for modeling the node-level output of the graph to optimize the visual detection in detail.

3.2 Vision-to-Perception Embedding

The vision-to-perception embedding subtask aims to explore the non-linear function $g(\cdot)$ to generate the supervised embedding $F$ for graph optimization by encoding the features of the basic detection network, and bridge the representation from the vision space to the perception space. We initialize the feature map of the basic detection network as $F \in \mathbb{R}^{W \times H \times C}$, where $W$ denotes the width of the feature map, $H$ is the height, and $C$ is the channel. Hence we can get $F \leftarrow g(F)$. There are different graph layers in the reasoning graph,
and the corresponding supervised embedding needs to be generated for such layers. For the \(i\)th graph layer, the function \(g^{(i)}(\cdot)\) is used to encode \(F\) to obtain the corresponding \(\mathcal{F}^{(i)}\), and then the following Eq. (3) is obtained.

\[
\mathcal{F}^{(i)} = g^{(i)}(F), \quad \text{s.t. } i \in \{1, \ldots, \mathcal{L}\},
\]

where \(\mathcal{L}\) is the number of graph layers.

The original feature matrix is defined as \(X_0 \in \mathbb{R}^{N \times D}\), where \(N\) is the number of nodes and \(D\) is the number of original input features. The feature dimension of each graph layer is expressed as \(\mathcal{B}\) and gained by the following Eq. (4).

\[
\mathcal{B}^{(i)} = \begin{cases} 
D & \text{if } i = 0 \\
C + \frac{1}{2}(C - D) & \text{if } i \in \{1, \ldots, \mathcal{L} - 1\} \\
C & \text{if } i = \mathcal{L}
\end{cases}
\]

The feature matrix \(X^{(i-1)} \in \mathbb{R}^{N \times B^{(i-1)}}\) is the input feature matrix of the \(i\)th graph layer, and \(X^{(i)} \in \mathbb{R}^{N \times B^{(i)}}\) is the node-level output of the \(i\)th graph layer. In our network, the supervised embedding \(\mathcal{F}^{(i)} \in \mathbb{R}^{N \times B^{(i)}}\) of the \(i\)th graph layer corresponds to \(X^{(i-1)}\). This special progressive design can respond to the feature mapping with different scales, retain the semantics among cross-domain features, and optimize the feature correlation representation.

As shown in Figure 2, we feed \(F\) into two parallel convolution layers to get two non-linear functions \(g^{(i)}(\cdot)\) and \(g^{(i)}(\cdot)\) for the \(i\)th graph layer to encode multi-scale high-order multimodal features. The first layer consists of the convolution with the kernel of \(\{C \times 1 \times 1, B^{(i-1)}\}\), and the second one consists of the convolution with the kernel of \(\{C \times 1 \times 1, N\}\). Both layers are followed by batch normalization and ReLU activation to make the feature-encoding flow more robust and softer, which can be formulated as \(F^{(i)} = g^{(i)}(F)\), and \(F^{(i)} = g^{(i)}(F)\), where \(F^{(i)} \in \mathbb{R}^{W \times H \times B^{(i-1)}}\) and \(F^{(i)} \in \mathbb{R}^{W \times H \times N}\) are the outputs of the two layers separately. We reshape the size of \(F^{(i)}\) to \(\mathbb{R}^{W \times H \times B^{(i-1)}}\) and \(F^{(i)}\) to \(\mathbb{R}^{N \times WH}\) as the operation \(\tau(\cdot)\), multiply them by matrix product multiplication to leverake dependency relations of feature semantics, and get the supervised signals \(\mathcal{F}^{(i)} \in \mathbb{R}^{N \times B^{(i-1)}}\). Finally Eq. (3) is expanded to the following Eq. (5).

\[
\mathcal{F}^{(i)} = [g^{(i)}(F)]\otimes [g^{(i)}(F)]^\top, \quad \text{s.t. } i \in \{1, \ldots, \mathcal{L}\},
\]

where \(\otimes\) means product multiplication.

The vision-to-embedding embedding suptask employs the synergies of the cross-non-linear functions to simulate the multimodal representation. Furthermore, low-order visual information is transited to high-order perceptual representation via graph matrix operations. The feature \(F\) is encoded to generate the supervised information \(F\), which is a sparse matrix with the corresponding weights and carries the optimization relationship of the graph by the feature matrix.

### 3.3 Perception Reasoning Graph Representation

We generate a perception reasoning graph to achieve reasoning based on GCN, which is used for the classification task originally. Every GCN layer aims to learn the graph propagation rule to represent the grid-like data, which can be formulated as:

\[
H^{(l)} = \sigma(H^{(l-1)}, \tilde{A}) = \sigma(\tilde{A}H^{(l-1)}W^{(l-1)}) = \sigma(D^{-\frac{1}{2}}\tilde{A}D^{-\frac{1}{2}}H^{(l-1)}W^{(l-1)}),
\]

where \(\tilde{A} = A + I; \tilde{D} = \text{the diagonal node degree matrix of } \tilde{A}; I\) is the identity matrix; \(W\) is a weight matrix for the corresponding graph layer; and \(\sigma\) is an activation function (i.e., LeakyReLU in our work). Moreover, the first input node-level feature matrix is \(X_0\), thus \(H^{(0)} = X_0\). We find that it is necessary to propagate information among nodes based on prior knowledge, which can better guide the optimization of graph network.

Our model constructs a class-class directed graph, in which the nodes denote the classes and the edges indicate the mutual synergies among the classes in the dataset space. The original feature matrix \(X_0\) and the representative description of the graph structure with the adjacent matrix \(A\) are the prior knowledge of our graph network. Two manners are adopted to encode the feature matrix. (1) We group the regions of the ground truth bounding boxes of each class in the dataset, embed the features in the corresponding regions to obtain the mean feature presentation, and encode them into the feature matrix; and (2) We encode each class by the word embedding to get the corresponding feature matrix. Given the number of the classes in the dataset is \(N\) and the feature dimension of each class is encoded as \(D\), the features of \(N\) classes are stacked to gain the feature matrix \(X_0 \in \mathbb{R}^{N \times D}\). To better represent the class-class correlations for mining the value of prior knowledge in the dataset, a representative description of the graph structure in the matrix form is constructed and represented as \(\tilde{A} \in \mathbb{R}^{N \times N}\). The correlation among classes is defined via conditional coexistence class-class pairs derived from [3].

The uniform propagation in the whole graph produces a dense matrix, which is not the best choice with noise information for the graph optimization. Whereas the supervised signal \(\Upsilon\) is used to supervise the local optimization-maximization. \(\Upsilon\) contains two parts, that is, \(\mathcal{F}\) for \(V\) and \(\mathcal{W}\) for \(E\). Concretely, \(\mathcal{F}\) is generated by Eq. (5), and \(\mathcal{W}\) is a self-learning parameter with the size of \(\mathbb{R}^{N \times N}\) experimentally. \(\mathcal{F}\) and \(\mathcal{W}\) are processed by sigmoid\(\cdot\) activation function to relieve feature shuffling. The supervised signals of the \(i\)th graph layer are expressed as \(\mathcal{F}^{(i)} \overset{\mathcal{F}^{(i)}}{\overrightarrow{\mathcal{L}}} \mathcal{F}^{(i)}\) and \(\mathcal{W}^{(i)} \overset{\mathcal{W}^{(i)}}{\overrightarrow{\mathcal{L}}} \mathcal{W}^{(i)}\). We then prune the matrix data over the threshold \(\theta\) to maximize the local optimization, which can be formulated as:

\[
\mathcal{F}^{(i)}_{j*,k*} = \begin{cases} 
\mathcal{F}^{(i)}_{j*,k*} & \text{if } \mathcal{F}^{(i)}_{j*,k*} \geq \theta \\
0 & \text{otherwise}
\end{cases},
\]

where \(j* \in \{1, \ldots, N\}\), \(k* \in \{1, \ldots, B_{l-1}\}\).

\[
\mathcal{W}^{(i)}_{j*,k*} = \begin{cases} 
\mathcal{W}^{(i)}_{j*,k*} & \text{if } \mathcal{W}^{(i)}_{j*,k*} \geq \theta \\
0 & \text{otherwise}
\end{cases},
\]

where \(j* \in \{1, \ldots, N\}\). In our experiments, \(\theta\) is set as 0.5 empirically to effectively generate the sparse matrices for local optimization by thresholding setting. We optimize Eq. (6) as:

\[
\mathcal{H}^{(l)} = \sigma(H^{(l-1)}, \tilde{A}) \mathcal{F}^{(i)}, \mathcal{W}^{(i)} = \sigma((\tilde{A} \odot W^{(i)}) \langle H^{(l-1)} \odot \mathcal{F}^{(i)} \rangle W^{(l-1)}),
\]

where \(\odot\) represents the Hadamard product, which is based on the pixel-level operation to maintain the optimal feature-supervision mapping distribution. By utilizing the supervised embedding encoded from the basic detection network and depending on prior knowledge, the model can better promote the graph local optimization-maximization, generate sparse matrix, and obtain the best grid-like graph representation for leveraging perception reasoning.
3.4 Perception-to-Vision Modeling

The node-level output of the final graph layer is $X \in \mathbb{R}^{N \times C}$. We map the node-level output in the perception space to the detection in the vision space by feature modeling, and supervise the detection optimization progressively. $X$ is encoded by two manners, $\psi_1$ and $\psi_2$, in order to model the global and local optimal feature representation separately. The encoded $X$ utilizes two learnable weights, $\alpha$ and $\beta$, to adaptively learn the best way to integrate the global and local representation, which is obtained by:

$$X = \alpha \psi_1(X) + \beta \psi_2(X). \quad (10)$$

In the specific implementation, $\psi_1$ is achieved by an average pooling function to embed the global representation, and $\psi_2$ by a max pooling function in the first dimension to model the local representation. The global and local representation are then aggregated by using two learnable parameters to maximize the most favorable supervision information. $\alpha$ and $\beta$ are initialized as 1, and adaptively assigned the best weights gradually with end-to-end training.

The encoded supervision from the graph-level representation is mapped to the detection in the vision space to facilitate optimization. Each channel of the feature map often corresponds to various interpretable targets, and the dimensions of the channel and $X$ are generated with the same size as $C$. The supervised embedding as the attention weight is mapped to the channel to focus on the most valuable channel. Finally, the node-level output of the perception reasoning graph is encoded as the supervision, which can be utilized as attention in the channel dimension of the feature map to optimize the detection in the vision space.

4 Experiments

4.1 Dataset and Evaluation Metric

We carry out the experiments on two widely used benchmark datasets for object detection, PascalVOC [6] and MSCOCO [22].

- **PascalVOC** It contains 20 classes of objects in daily life, which consists of two versions, that is, PascalVOC2007 (including 5k training images and 12k annotated objects) and PascalVOC2012 (including 11k training images and 27k annotated objects). We train the ClassGCN on the union set of PascalVOC2007 and PascalVOC2012 trainval, and test on the PascalVOC2007 test set.

- **MSCOCO** It is a large-scale dataset including 80 classes. We use the MSCOCO trainval35k set (including 80k training images and 35k validation images) for training, and the MSCOCO test-dev set for testing.

The same and popular evaluation metrics in all experiments are adopted to measure the performance of the models on both datasets.

- **Evaluation on PascalVOC** The mean Average Precision (mAP) is adopted as the evaluation metric to evaluate the model performance. When the Intersection over Union (IoU) between the predicted box and the ground truth box is more than 0.5, the predicted box is labeled as "positive", otherwise as "negative".

- **Evaluation on MSCOCO** The Average Precision (AP) is adopted as the evaluation metric to evaluate the model performance via the official COCO API\(^3\).

4.2 Implementation Details

To demonstrate the effectiveness of our proposed ClassGCN, we integrate it into the classical detection models SSD [24], RFBNet [23], and RetinaNet [21]. More specifically, ClassGCN is embedded between the basic backbone for feature extraction and the detection heads of these models. To be fair, we adopt the same strategy, such as training datasets, loss functions, matching strategy, training objective, scales and aspect ratios for default boxes, hard negative mining, data augmentation, non-maximum suppression step, and other basic settings, as the baseline models. Our network is implemented based on Pytorch\(^4\). The hyperparameter $\theta$ is set as 0.5 empirically in all experiments. SGD is applied to optimize the training models on NVIDIA 1080Ti. More importantly, we adopt the consistent parameter setting, train and test the model on the consistent datasets with the consistent detection backbone.

4.3 Overall Performance

We evaluate the performance of our proposed ClassGCN on PascalVOC and MSCOCO with the consistent experimental setting and single-scale training strategy. The related experimental results are shown in Tables 1 and 2. The number in the “Method”, like 300 or 512, means the network with the corresponding input scale.

**Results on PascalVOC.** Table 1 presents the summary statistics for the performance of ClassGCN on PascalVOC. We verify the performance of ClassGCN on SSD and RFBNet. As shown in Table 1, ClassGCN (1), (2), (3), and (4) mean the experiments are conducted by integrating our proposed ClassGCN into the SSD model, but (1) with no prior knowledge, (2) with global optimization, and (3) and (4) with full ClassGCN; ClassGCN (5) and (6) mean the experiments are conducted by integrating ClassGCN into the RFBNet model. Closer inspection of the table shows that for the SSD network, ClassGCN significantly improves the mAP by 3.2% from 77.5% to 80.7% in the 300x300 input scale, and increases the mAP by 2.6% from 79.5% to 82.1% in the 512x512 input scale; for RFBNet, the mAP is improved by 1.7% in both the 300x300 and 512x512 input scales. These results suggest that the proposed ClassGCN is not only effective for different models, but also for multi-scale inputs. More importantly, the mAP is just improved by 1.9% for SSD based on ClassGCN with no prior knowledge, and 2.2% based on ClassGCN with global optimization in the 300x300 input scale, which reveals the rationality of our proposed ClassGCN based on prior knowledge with adaptively local optimization-maximization. What is striking about the figures in this table is that ClassGCN can adapt to the object-level detection task, and significantly elevate the detection performance of diverse categories, like boat, bottle, bus, and so on. It can be observed that ClassGCN achieves the new state-of-the-art performance on PascalVOC.

**Results on MSCOCO.** Table 2 illustrates the summary statistics for the performance of ClassGCN on MSCOCO. We test the performance of ClassGCN on SSD (ClassGCN300 and ClassGCN512) and RetinaNet (ClassGCN500 and ClassGCN800). It can be seen from Table 2 that for the SSD model with the 300x300 input scale, we can obtain 2.0%, 1.8%, and 2.1% improvement of AP, AP\(_{50}\), and AP\(_{75}\) separately, which shows the robustness of ClassGCN; for the SSD model with the 512x512 input scale, these metrics are raised by 1.9%, 2.0%, and 1.7%, respectively. It is worth noting that for the state-of-the-art RetinaNet model, ClassGCN is equally efficient. We can notice that ClassGCN outperforms the other detection models, and promotes the metrics of AP, AP\(_{50}\), and AP\(_{75}\) by 2.0%, 1.9%,
Table 1. The detection results on PascalVOC2007 test. The bold fonts indicate the best performance, and ‘–’ means that no relevant data is provided in the original work. (1), (2), (3), and (4) mean the experiments are conducted by integrating our proposed ClassGCN into SSD [24], but (1) with no prior knowledge, (2) with global optimization, and (3) and (4) with full ClassGCN; (5) and (6) mean the experiments are conducted by integrating ClassGCN into RFBNet [23].

Note that all these models are trained on PascalVOC2007 trainval and PascalVOC2012 trainval.

Table 2. The detection results on MSCOCO test-dev set. (1) and (2) mean the experiments are conducted by integrating our proposed ClassGCN into SSD [24]; (3) and (4) mean the experiments are conducted by integrating ClassGCN into RetinaNet [24].

<table>
<thead>
<tr>
<th>Method</th>
<th>Data</th>
<th>Backbone</th>
<th>mAP</th>
<th>zero</th>
<th>bike</th>
<th>bird</th>
<th>boat</th>
<th>bottle</th>
<th>bus</th>
<th>cat</th>
<th>chair</th>
<th>cow</th>
<th>dog</th>
<th>horse</th>
<th>mpen</th>
<th>plant</th>
<th>sheep</th>
<th>sofa</th>
<th>train</th>
<th>tv</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faster R-CNN [29]</td>
<td>train</td>
<td>VGG-16</td>
<td>21.9</td>
<td>42.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R-FCN</td>
<td>train</td>
<td>Res-Net-101</td>
<td>29.9</td>
<td>51.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Faster-CNN w FPN</td>
<td>train</td>
<td>ResNet-101-FPN</td>
<td>36.2</td>
<td>59.1</td>
<td>39.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YOLOv3 (28)</td>
<td>train</td>
<td>Darknet-53</td>
<td>33.0</td>
<td>57.9</td>
<td>34.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RefineDet512 [36]</td>
<td>train</td>
<td>ResNet-101</td>
<td>36.4</td>
<td>57.5</td>
<td>39.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FAST [41]</td>
<td>train</td>
<td>ResNet-101</td>
<td>54.0</td>
<td>33.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RetinaNet511</td>
<td>train</td>
<td>Hourglass-104</td>
<td>40.5</td>
<td>56.5</td>
<td>43.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSD300 (24)</td>
<td>train</td>
<td>VGG-16</td>
<td>25.1</td>
<td>43.1</td>
<td>25.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSD512 (24)</td>
<td>train</td>
<td>VGG-16</td>
<td>28.8</td>
<td>48.5</td>
<td>30.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RetinaNet501</td>
<td>train</td>
<td>VGG-16</td>
<td>34.4</td>
<td>53.1</td>
<td>36.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RetinaNet800</td>
<td>train</td>
<td>VGG-16</td>
<td>39.1</td>
<td>59.1</td>
<td>42.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ClassGCN300 (1)</td>
<td>train</td>
<td>VGG-16</td>
<td>27.1</td>
<td>44.9</td>
<td>27.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ClassGCN512 (2)</td>
<td>train</td>
<td>VGG-16</td>
<td>30.7</td>
<td>50.5</td>
<td>32.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ClassGCN500 (3)</td>
<td>train</td>
<td>VGG-16</td>
<td>36.4</td>
<td>55.0</td>
<td>39.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ClassGCN800 (4)</td>
<td>train</td>
<td>VGG-16</td>
<td>41.4</td>
<td>61.4</td>
<td>44.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. The experimental results for our ClassGCN with different settings of the hyper-parameter \(\theta\).

<table>
<thead>
<tr>
<th>(\theta)</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>mAP</td>
<td>79.9</td>
<td>80.2</td>
<td>80.7</td>
<td>80.0</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 4. The experimental results for ClassGCN with different feature-modeling styles.

<table>
<thead>
<tr>
<th>Feature</th>
<th>(\psi_1)</th>
<th>(\psi_2)</th>
<th>(\psi_1, \psi_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mAP</td>
<td>80.2</td>
<td>79.9</td>
<td>80.7</td>
</tr>
</tbody>
</table>

2.2% with the 500x500 input scale and 2.3%, 2.3%, 2.5% with the 800x800 input scale.

Comparison with Stated-of-the-art Models. We can summarize that no matter the 300x300, 500x500, 512x512, or 800x800 input scales, the performances of the baseline models all surpass the original detection performance, which is beneficial in fitting the most primitive data to the effect of global optimization. Fixing \(\theta\) as 0.5 can get the best performance, and '–' means that no relevant data is provided in the original work.

2.4 Ablation Study

To verify the reasonability and reliability of our proposed ClassGCN, we perform different ablation studies. We train the models on the union set of the PascalVOC2007 and PascalVOC2012 trainval set, and test them on the PascalVOC2007 test set. All ablation studies are performed on the SSD model in the 300x300 input scale with the same experimental settings.

Experiments on Different Settings of The Hyper-parameter \(\theta\). The setting of the hyper-parameter \(\theta\) determines the scope of local optimization. The experimental results for ClassGCN with different settings of \(\theta\) are shown in Table 3. It can be viewed that setting \(\theta\) to a fixed value 0.1 is the worst choice, because this is largely equivalent to the effect of global optimization. Fixing \(\theta\) as 0.5 can get the best performance, which is beneficial in fitting the most primitive data distribution and guiding the optimization of the graph. It is apparent that setting \(\theta\) as 0.9 leads to the network failing to converge, and the
main reason is that the embedding matrix with a lot of zero values is too sparse to cause weight imbalance.

**Experiments on Feature-modeling from Perception to Vision.**

The node-level output of the graph is fed into two functions $\psi_1$ and $\psi_2$, to obtain the most compete encoding information. As shown in Table 4, it can be found that encoding features with a combination of two functions increases the model performance than using each separate one by 0.5% and 0.8%, respectively. $\psi_1$ can fully embed the global representation of the graph, and $\psi_2$ can model the most effective local representation. Two encoding styles, along with two self-learning weights, can obtain the optimal supervised embedding, which is adopted by our proposed method.

Table 5. The experimental results for ClassGCN with different numbers of graph layer. ‘M’ represents million.

<table>
<thead>
<tr>
<th>Graph layer</th>
<th>SSD</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
<td>26.3M</td>
<td>0.3M</td>
<td>0.7M</td>
<td>1.1M</td>
<td>1.5M</td>
<td>1.9M</td>
</tr>
<tr>
<td>mAP</td>
<td>77.5</td>
<td>79.7</td>
<td>80.7</td>
<td>80.8</td>
<td>80.4</td>
<td>80.1</td>
</tr>
</tbody>
</table>

**Experiments on Different Numbers of Graph Layer.** To determine the most appropriate layer setting, we explore the comparison with different numbers of graph layer, as shown in Table 5. Keeping other parameters constant, only the layers of the graph are changed. We can intuitively find that the performance of the graph reasoning network is not positively related to the number of layer. Graph model can obtain almost the best similar performance when the graph layer is 2 or 3. Finally, we choose two layers as the graph structure to better balance the trade-off between the performance and parameter. The model without and with ClassGCN achieves the speed of 53 and 51 frames per second (FPS), respectively. ClassGCN can greatly improve the performance of the original detection model at little cost.

4.5 Visualization and Discussion

To reveal the efficiency of our method intuitively, we visualize some representative examples, as shown in Figure 3. The most important relevant finding is that the detection models based on the vision space obtain better performance at the aid of class-class relations by the graph representation in the perception space. This can provide some supports for the conceptual premise that using graph representation to model the topological structure of high-order unstructured data is of great significance for low-order visual object detection. In addition, we find that the performance of ClassGCN is not so significant when there is only one object in the image. Because our method aims to build the topological space relationships among different objects, which cannot effectively model the mutual support connectivity based on one object.

5 Conclusion and Future Work

In this paper, considering that most of the existing object detection models are only modeled in the vision space and little work has focused on reasoning in the perception space like humans, a novel class-based graph representation mechanism ClassGCN is proposed to make the detection models adaptively learn to model the high-order topology structure that maps the data distribution and have better reasoning ability in the perception space. Our proposed ClassGCN is adaptable, simple, and highly effective, which can be easily integrated into the existing models without any extra modification to such models. Extensive experiments show that our method can greatly boost the model performance, while keeping the model highly efficient. In the future, we will explore to design the independent perceptual reasoning detection framework without building on the existing detection models.
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