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Abstract. Agent-Based Models (ABMs) can be used to numeri-
cally simulate highly non-linear phenomena that emerge from lo-
cal interactions of multiple, independent entities. ABMs are often
used to understand dynamic processes such as animal migration in
ecology and pathogenesis in biomedicine, in which group-level pat-
terns and space-time constraints are of interest. However, high fi-
delity ABMs, especially those in biomedical applications, usually
have a large number of parameters, creating substantial uncertainty
and high dimensionality at both local and global levels. Uncertainty
analysis (output variance estimation) and sensitivity analysis are es-
sential steps in investigating model robustness. In addition to allo-
cating uncertainty to each parameter, sensitivity analysis can also be
used to reduce ABM dimensionality for effective model calibration
and optimization. We review common sensitivity analysis methods
that have been used to decrease the number of parameters in com-
plex ABMs, highlighting Garg et al. (2019)’s paper, where random
forests – a non-parametric ensemble algorithm – are used as a sensi-
tivity analysis method for ranking parameters in a biomedical ABM.

1 INTRODUCTION

Agent-Based Models (ABMs) are a computational approach that al-
lows large scale interactions between individual objects or creatures
to be simulated with a bottom-up design. ABMs consist of three el-
ements: agents, rules, and world. Agents are individual entities that
can move around and interact with other agents. Agents can behave
stochastically, representing the probabilistic nature of the system of
interest. Rules are usually encoded into ABM algorithms as mathe-
matical equations or sequences of conditional statements. These rules
describe, for example, how quickly or how often behaviours hap-
pen, what takes place during a behaviour, or agents’ physical limi-
tations. Finally, the environment acts as a boundary that represents
the landscape of the virtual world. ABMs are suitable for character-
izing dynamical systems where individual- or group-level responses
are non-linear and can generate emergent behaviours. Agents in these
systems may influence and be influenced by the environment, adding
another level of complexity to the model [2]. Given their intricate
nature, ABMs often have a great number of parameters with non-
linear interactions between them, making uncertainty and sensitivity
analyses key challenges for modellers in the field [1, 11].

For the purpose of this paper, uncertainty analysis is defined as the
process through which the output variance and its confidence bounds
are estimated. Sensitivity analysis, in turn, is the process of system-
atically changing model parameters to estimate their contribution to
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the overall model variance [8], which allows uncertainty to be re-
duced. By quantifying each parameter’s contribution, it is plausible
to improve the model’s agreement with empirical data either by more
carefully tuning specific parameter values or by guiding future exper-
imental research on the simulated system. Uncertainty allocation can
also give clues regarding causal mechanisms (see [9] for a discus-
sion). Another major goal for sensitivity analysis, amd the primary
focus of this paper, is dimensionality reduction. ABMs, especially
those developed for high-fidelity biomedical applications, often have
hundreds of parameters and non-convex solutions, making their cal-
ibration computationally expensive. As such, dimensionality reduc-
tion is imperative to reducing computational costs. Through sensitiv-
ity analysis, each parameter’s contribution to the output can be as-
sessed and the parameter set can be reduced to those with the highest
impact on the overall result.

2 METHODS FOR SENSITIVITY ANALYSIS

Most common methods for sensitivity analysis are often not appro-
priate for ABMs due to their underlying assumptions and scope. Lo-
cal sensitivity analysis informs about model behaviour at a specific
baseline value, usually the point of best-fit. Common local sensitivity
analysis tools are One Factor At a Time (OFAT), Fourier amplitude
sensitivity testing (FAST), and the Morris method. In these methods,
the value of each parameter is varied and they are ranked based on
the effect on output variance. These methods are often easy to imple-
ment, and may be able to detect interactions and non-linearities in the
modeled systems [8, 11]. Local sensitivity analysis can be applied to
linear systems and can complement global sensitivity analyses, but
can generate incomplete or incorrect results if applied to non-linear
systems where parameter interactions are prevalent - such as ABMs.

Regression-based methods can be used for local or global sensi-
tivity analysis. Once the model’s uncertainty is calculated, it can be
regressed on the parameters of interest, allowing the magnitude and
direction of each factor’s contribution to be quantified. Regression-
based methods can also detect whether systems are non-additive or
have non-linear interactions, though they operate under the assump-
tion that the model is linear and that residuals are normally dis-
tributed, which is often not the case with ABMs [4, 7].

Most complex ABMs are non-linear and thus model-free methods
for sensitivity analysis are often required. The Sobol method of vari-
ance decomposition has been a popular choice for non-linear, non-
monotonic systems. In this method, the contribution of each param-
eter to the total model uncertainty is estimated through its first order
sensitivity and total sensitivity indices. First order sensitivity is the
variance obtained by keeping a parameter constant and varying all
others, i.e. the main effect of a parameter. The total sensitivity index,
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on the other hand, is the variance obtained by varying a parameter
and keeping all others fixed, i.e. the effect of a parameter and its
interactions with other parameters. The Sobol method is model-free
and as such more flexible than linear methods. However, the assump-
tion that the underlying parameters are independent would need to be
met [11]. The high number of parameters in high-fidelity ABMs also
make variance-based methods such as Sobol computationally expen-
sive. As such, a non-linear method capable of handling large number
of parameters, often times unknown, is highly desirable. One such
method is Random Forests, which is the focus of the next section.

3 RANDOM FORESTS FOR SENSITIVITY
ANALYSIS

Random forest is a non-linear method commonly used for classifica-
tion and regression tasks [6]. In this method, decision trees are en-
sembled together to make an overall model that is more stable and ro-
bust than individual tree models. Each decision tree is applied to ran-
dom subsets of the data obtained through bootstrapping. Aggregation
also smooths the decision boundary, increasing the overall accuracy.
To further increase model robustness, decision trees are built using
an arbitrary subset of features which can be optimized with variable
importance methods such as the Gini criterion. The Gini criterion can
be thought of as a measure of importance of each parameter, similar
to Sobol’ variance decomposition [6, 10].

A disadvantage of using random forest-based sensitivity analysis
is that the method overestimates the importance of correlated vari-
ables to the overall model. Strobl et al. (2008) demonstrate that this
preference arises from early variable sub-setting, which only takes
into account the marginal distribution of the variables and the data.
When calculating variable importance, the Gini criterion uses uncon-
ditional permutation, further biasing importance measures in favour
of correlated variables. However, with a large number of underlying
decision trees and by carefully choosing the number of pre-selected
variables for sub-setting [10], bias can be reduced and results are
interpretable. Additionally, random forests are capable of handling
large amounts of data and many unknown parameters, making it an
ideal method for analyzing highly complex ABMs.

4 HIGHLIGHT: GARG ET AL. (2019)
Vocal folds are the voice organ in the human body which vibrate
when we speak or sing. Vocal pathologies such as nodules and polyps
may require surgery and, in some patients, iatrogenic scarring may
arise following treatment. To predict the risk of vocal fold scarring,
a series of computer models has been developed, namely, the Vocal
Fold-ABMs (VF-ABMs) [5]. The most current VF-ABM operates at
physiological level, with billions of agents at any given point. It is
run on compute nodes two NVIDIA GPUs and 32 Intel CPUs using
parallelization and high performance computing techniques [3]. The
VF-ABM contains over 200 parameters, many of which whose val-
ues are unknown. To deal with the non-linearity, high dimensionality
and large number of unknown parameters in the VF-ABM, Garg et
al. (2019) implemented random forests and the Gini criterion to re-
duce the dimensionality of the VF-ABM.

Random forests were used to perform independent sensitivity
analyses for the first four time points. Then, using the Gini crite-
rion, the top three parameters for each cell at these time points was
determined, reducing the number of parameters to be calibrated from
214 to 24. According to the authors, it would have taken seven years
to run the 6 million iterations required for sensitivity analysis with

traditional methods. By using random forests, however, they were
able to reduce the number of iterations to only 5,000, making sen-
sitivity analysis for the VF-ABM feasible. The reduced VF-ABM
successfully estimated the distribution of all cells with reasonable
accuracy, demonstrating how random forests are an effective and re-
liable method to analyze complex ABM.

5 CONCLUSION
This paper reviewed common methods for sensitivity analysis for
ABM with a focus on biomedical applications, discussing the
strengths and limitations of each method. Sensitivity analysis con-
tinues to be an open challenge for ABM developers given the high
dimensionality, local nonlinearities, and global emergent behaviour
inherent in this modeling approach. Garg et al. (2019) demonstrated
how random forests can be used to rank the importance of param-
eters in a complex, physiological-scale ABM. Random forests have
the advantage of being non-parametric and non-linear, require less
computation time than many sensitivity analysis methods and can be
used with sparse datasets where the value of many features is un-
known. These characteristics make random forests good candidates
for dimensionality reduction of complex ABM in biomedicine.
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