24th European Conference on Artificial Intelligence - ECAI 2020

Santiago de Compostela, Spain

Document and Word Representations Generated by
Graph Convolutional Network and BERT for Short Text
Classification

Zhihao Ye ' and Gongyao Jiang ? and Ye Liu? and Zhiyong Li

Abstract.

In many studies, the graph convolution neural networks were used
to solve different natural language processing (NLP) problems. How-
ever, few researches employ graph convolutional network for text
classification, especially for short text classification. In this work, a
special text graph of the short-text corpus is created, and then a short-
text graph convolutional network (STGCN) is developed. Specifical-
ly, different topic models for short text are employed, and a short tex-
t short-text graph based on the word co-occurrence, document word
relations, and text topic information, is developed. The word and sen-
tence representations generated by the STGCN are considered as the
classification feature. In addition, a pre-trained word vector obtained
by the BERTS hidden layer is employed, which greatly improves the
classification effect of our model. The experimental results show that
our model outperforms the state-of-the-art models on multiple short
text datasets.

1 Introduction

Short text usually has a short length, and generally, it includes up
to 140 characters. The short text classification is widely applied to
the question-answer systems, dialogue systems, sentiment analysis
systems, and other systems, and it is one of the most importan-
t tasks in natural language processing. Many different deep learn-
ing models, such as a convolutional neural network (CNN)[15] and
a recurrent neural network (RNN)[13], have been used in the short
text classification. Compared with the traditional methods, such as
support vector machine (SVM)[27], the text classification model
based on deep learning provides better results and achieve signif-
icant improvement. Recently, a new research direction called the
graph neural networks[4, 2], especially the graph convolutional neu-
ral network[17] , has attracted wide great attention.

The graph convolutional neural networks have been applied to nat-
ural language processing (NLP) task, such as semantic role labeling
[21], relation classification [ 18], and machine translation [1]. Yao and
Mao [31] proposed a novel text graph convolutional neural network
that could build a single text graph of a corpus based on the word
co-occurrence and document word relations, then learn a text graph
convolutional network (Text GCN) of the corpus.
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However, none of the above-mentioned works applies the graph
convolutional network to the classification of short texts. Moreover,
Yaos model [31] performs worse than a CNN or RNN on the short
text dataset, such as MR (Please refer to section 4.1 for more details).

In this paper, we propose a novel deep learning-based method for
short text classification. Specifically, following Text GCN [31], we
build short text graph of short text corpus. After that, due to the short
length and sparse features, we use the topic models to extract the top-
ic information of a short text and employ topic information to help
construct the short text graph. Namely, the Text GCN ignores seman-
tic information in word node representation and word orders that are
very useful in the short text classification, and in the final input of the
softmax classifier, only the document node is used. On the contrary,
we input both word and document nodes trained by the graph convo-
Iutional network (GCN) into the bi-directional long short-term mem-
ory (BiLSTM) or other classification models to classify the short text
further. In addition, we use the vector received by the BERT’s hidden
layer which can represent the context-sensitive word representation
and we find that using the combination of the representation obtained
by a short-text GCN and the pre-trained word vector obtained by
BERT’s hidden layer [9]]can greatly improve the performance of our
model.

The contributions of this work can be summarized as follows.

(1) A novel graph neural network-based method for short text clas-
sification is proposed. The proposed method is validated by experi-
ments on several different-sentence-length datasets, and it is found
that the proposed model achieves the state-of-the-art effect on al-
1 datasets.

(2) For the first time, a topic model is used to obtain the global top-
ic information on the short text, and the topic information is further
used to assist the construction of the short-text graph and address the
issues of sparse features of the short text.

(3) In order to make more effective use of the word and sentence
representations generated by the short-text GCN, we input them into
the BiLSTM classifier, and it is found that adding the word represen-
tations generated by the BERT can greatly improve the performance
of short text classification.

2 Related Work

Recently, numerous researchers have applied deep learning [10] to
text classification. Specifically, Kim [15] used CNN for text classi-
fication. The architecture is a direct application of CNNs as used in
computer vision but with one dimensional convolutions. In [33, 7],
the authors designed the character level CNNs and achieved promis-
ing results. In [25, 19, 20], the BILSTM was employed to learn text
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Figure 1. The overview of short text GCN. The left side represents the short-text graph, where D; represent document ¢, T}, represent topic k, and w;
represent word j. v, u and m represent the total number of words, documents and topics respectively. Yellow lines represent the topic-to-document edges,
green lines represent the document-to-word edges, red lines represent the word-to-word edges, and black lines represent the word-to-topic edges. After
initialization and training of the GCN, the short-text graph presented on the right is obtained, where R(X) represents the representation of X.

representation. Besides, in order to increase the representation flex-
ibility of deep learning models, Yang [30] employed the attention
mechanisms as an integral part of models for text classification.

To overcome the feature-sparsity problem of a short text, in [24, 6]
the pre-trained topic mixtures learned by the LDA [3] were consid-
ered as a part of features to alleviate data sparsity issues. In [32], the
authors encoded the topic representations in a memory mechanism
where topics were induced jointly with the text classification in an
end-to-end manner. The difference between our model and the pre-
vious works is that we employ the topic information extracted by the
topic model, the word co-occurrence, and the document word rela-
tions to construct a short-text graph, and then a graph convolutional
network is used to learn and train the short-text graph.

In [17], a kind of graph neural networks called the graph convolu-
tional networks (GCNs) are introduced, and the state-of-the-art clas-
sification results were achieved on a number of benchmark graph
datasets. The GCN was also explored in several NLP tasks such as
semantic role labeling [21], relation classification [18], and machine
translation [1]. The GCN for text classification can be categorized in-
to two groups. In the first group [12, 8, 17, 34], a document or a sen-
tence is considered as a graph of word nodes, and the not-routinely-
available document citation relation is used to construct the graph.
In the second group [31], the documents and words are regarded as
nodes, and inter-document relations are not required. In this work,
the documents and words are regarded as nodes. However, differen-
t from the previous works, our work aims at the problem of sparse
features of a short text in the short text classification, and our model
makes full use of representation generated by the graph convolution-
al networks and BERT for the short text classification.

3 Framework Overview

In this work, the short text classification process performed by the
graph convolution network can be divided into two steps. In the first
step, a special text graph is built for the short-text corpus, and the
short-text graph is employed to learn and train the short-text graph
convolutional network. The proposed short-text GCN is illustrated in
Figure 1. In the second step, the word and document representations
generated by the short-text GCN are inputted into the BiLSTM clas-

sifier to obtain the text category. Moreover, the word representations
generated by the BERT are also added into the model which can help
improve the model classification performance. The proposed classi-
fier is illustrated in Figure 2..

3.1 Topic Model for Short Text

Topic model is a statistical model that clustering latent semantic
structure of corpus. However, directly applying conventional topic
models (e.g. LDA[3] and PLSA) on short texts may not work well
(it could be easily justified with the experiments in section 5.1). The
fundamental reason lies in that conventional topic models implicit-
ly capture the document-level word co-occurrence patterns to reveal
topics, and thus suffer from the severe data sparsity in short docu-
ments. In this work, To solve the feature-sparsity problem of a short
text, we use the biterm topic model (BTM) [29], which learns the
topics by directly modeling the generation of word co-occurrence
patterns (i.e. biterms) in the whole corpus.

BTM fully leverage the rich global word co-occurrence patterns
to better reveal the latent topics. Specifically, For each topic ¢t, BTM
draws a topic-specific word distribution ¢¢ ~ Dir(8) and a topic
distribution § ~ Dir(«) for the whole collection, where « and 3
are the Dirichlet priors. For each biterm b in the biterm set B, BTM
draws a topic assignment ¢ ~ Multi(6) and two words: w;, w; ~
Mulit(p). After that, the joint probability of a biterm b = (w;, w;)
can be written as:

P(b) =Y P(t)P(wilt)P(w;[t) =Y Oedipssie (1)
t t
Thus the likelihood of the whole corpus is:

P(B) =[]D_ 0:iredse @)
ij ot

Finally, the BTM generates the topic-document matrix that rep-
resents the topic distribution of the document, and the topic-word
matrix that represents the distribution of the specified k topics in the
text and distribution of the word under each topic. Specifically, in this
work, each topic-document weight in topic-document matrix repre-
sent a weight of the edge between a document node and a topic node;
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each topic-word weight in topic-word matrix represent a weight of
the edge between a word node and a topic node.

3.2 Short-Text Graph Convolutional Networks

In order to classify the short text effectively, we construct a spe-
cial short-text graph. The nodes in the short-text graph consist
of documents, unique words, and topics. The edges between the
graph nodes are built based on the word occurrence in documents
(documents-word edges), word co-occurrence in the whole corpus
(word-word edges), the documents-to-topic weight (documents-topic
edges) learned by the topic model, and the weight of topic-word
(word-topic edges) learned by the topic model. Specifically, we use
the term frequency-inverse document frequency (TF-IDF) where the
term frequency denotes the number of times the word appears in the
document, and the inverse document frequency is the logarithmically
scaled inverse fraction of the number of documents that contain the
word as weights of the edge between a document node and a word
node. We employ the point-wise mutual information (PMI), which
is a popular measure for word associations, to calculate the weights
between two word nodes.

In addition, in order to solve the problem of sparse features of a
short text, the topic extracted by the topic model is used as a node in
the short-text graph. We use the document-topic weight learned by
the topic model as a weight of the edge between a document node
and a topic node. Similarly, the word-topic weight learned by the
topic model is used as a weight of the edge between a word node and
a topic node. Formally, the weight of the edge between node ¢ and
node j is defined as:

PMI(i, j)
TF-IDF;;
word-topici; 1 is word, j is topic

Aij = . . S 3
doc-topic;; i is document, j is topic

i, J are words

4 is document, j is word

1 i=j

0 otherwise

After building the short-text graph, a GCN that allows message
passing between nodes that are at maximum two steps away is used
to learn and train the short-text graph. We set a feature matrix X = [
as an identity matrix, which means every node in the graph represent-
ed as a one-hot vector is the input to the short-text GCN. The exper-
imental results of a random one-hot vector were better than those of
the pre-trained existing word vectors, such as Word2vec or Glove.
Specifically, for a one-layer GCN, a new d-dimensional node feature
matrix is expressed as:

LY = p(AXWo) 4)

where A represents a normalized symmetric adjacency matrix A,
and it is calculated by (3), X € R™*™ denotes a matrix containing
all n nodes with their features and Wy € R is a weight matrix; p is
an activation function e.g., the sigmoidal function.

A=D 2AD 2 (5)

In (3), A denotes an adjacency matrix of text graph; we define
our adjacency matrix of short text graph as shown in equation (3).
Dy = 5 A;j is degree matrix of A. When multiple GCN layers
are stacked, the information about larger neighborhoods is integrated.
Specifically, the node feature matrix of a multiple-layer GCN L't ¢
R™** is computed as:

LA+ p(AL(l)Wl) (6)

where [ denotes the layer number and L(0) = X. In our experi-
ment, two-layer GCN was used. The loss function is defined as the
cross-entropy error over all labeled documents, which is given by:

F
[: = — Z ZYdfandf (7)

deyp f=1
where yp denotes a set of document indices that have labels, and
F is the dimension of the output feature, which is equal to the number
of classes; Y is the label indicator matrix, and Z is the output matrix.

3.3 BERT Representation.

In order to improve the model performance further, we apply the
word vectors generated by the state-of-the-art models, the Bidi-
rectional Encoder Representations from Transformers (BERT) [9].
Specifically, the pre-trained BERT model is used to predict the text
category, but the BERT results are not used as final text-classification
results. The vector s’ obtained by the BERT’s hidden layer can rep-
resent the context-sensitive word embedding. The experimental re-
sult shows that combining word vectors generated by the BERT and
the representation generated by the short-text GCN a much better
classification performance was achieved than by using the BERT or
short-text GCN alone.

3.4 Classifier

As for the final classifier, the classifier is determined by the specific
application scenario, and in the experiments, we applied the BiLST-
M [13] as a classifier because the BILSTM has better performances
than the other classification models such as CNN. Also, we concate-
nate word node representations S = {R(wo)..R(w;)..R(wn)} and
BERT’s word representations S’ = {w..w;..w;, }, and fed them to
the BILSTM input; n denotes the text length. And then the document
node representation R(Sseq) and the BILSTM output vector Sis¢m
are fed together to the softmax layer to obtain the text category y.
The proposed classifier is illustrated in Figure 2.

Training of the final classifier is performed using the cross-entropy
loss, which is expressed as:

L = CrossEntropy(y,y’) ®)

where y denotes the true label of short text, and y’ represents the
category predicted by our model.

4 Experiment Setup
4.1 Datasets

We conduct experiments on five text datasets, respectively: MR, Wei-
bo, StackOverflow, Biomedical, and R8. They are described in the
following.

MR. The MR dataset represents a movie review dataset for bi-
nary sentiment classification, where each review contains only one
sentence [23]. The corpus has 5,331 positive and 5,331 negative re-
views. We used the training/test split presented in [26].

Weibo. This dataset includes Chinese microblog data. The raw
dataset represents a collection of messages posted in June 2014 on
Weibo released by [11]. In the Weibo dataset, each message is labeled
with a hashtag as its category, and there are 50 distinct hashtag labels
in total.
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Figure 2. The overview of classifier. The pre-training BERT is used to generate the corresponding word representation features S’ = {wy..w}..wy;, }. We
combined the word node representations S = { R(wo)..R(w;)..R(wr )} and BERT’s word representations and fed them to a BILTSM. Finally, the ouput of
BiLTSM and document node representation R(Sseq) are fed to a softmax layer to obtain the text category.

StackOverflow. This dataset denotes the competition data pub-
lished by kaggle.com. The raw dataset included selected question-
s and the corresponding labels posted on stackoverflow.com from
July 31, 2012, to August 14, 2012. It composed of 3,370,528 sam-
ples. Following [28], in the experiment, we randomly selected 20,000
question titles including 20 different tags, e.g., excel, svn, and ajax.

Biomedical. We use the challenge data related to biomedicine
published in BioASQ’s official website4, an internationally
renowned biomedical platform. Following [28], in our experimen-
t, we also randomly select 20, 000 paper titles from 20 different
MeSHS major topics,e.g., chemistry, cats, and lung.

R8. This dataset represents a subset of the Reuters 21578 dataset.
This dataset included eight categories and was split into 5,485 train-
ing and 2,189 test documents.

Table 1. Experimental dataset characteristics.

Dataset #Docs  #Classes #Avg Vocab

len size
MR 10,662 2 20 18,764
Weibo 35,000 50 7 10,220
StackOverflow 20,000 20 8 6,762
Biomedical 20,000 20 18 6,004
R8 7674 8 66 7,688

4.2 Experimental Methods

In the experiment, different models for short text classification were
used, and their performances were compared. The models used in the
experiment were as follows.

TF-IDF+LR: This is a classic baseline bag-of-words model that
includes the weighting of the term frequency-inverse document fre-
quency. Logistic Regression is used as a classifier.

CNN: We use convolutional neural network(CNN), a common
model of deep learning, as our baseline. In our experiment, we used
the pre-trained word embedding word2vec as a CNN input

Bi-LSTM: A bi-directional LSTM [19, 30] is commonly used in
text classification. We input the pre-trained word embedding to the
Bi-LSTM.

FastText: This is a simple and efficient text classification method
[14], which treats the average of word/n-grams embeddings as doc-
ument embeddings, then feeds document embeddings into a linear
classifier. We evaluated it with bigrams.

Text GCN: Text GCN [31] which employed GCN to classify text
is one of the state-of-the-art models for text classification.

Fine-tuning BERT: In the original Bidirectional Encoder Repre-
sentations from Transformers (BERT) [9] we applied a small learning
rate and our experimental data to fine-tune the BERT, and its output
is considered as a text category.

STGCN: The short-text GCN (STGCN) was used alone to classify
the text. Just like the setting of Text GCN [31], the document node
representation generated by the short-text GCN was fed directly to
the softmax layer to get the text category.

STGCN+BiLSTM: After obtaining the document and word n-
odes, they were inputted into a BILSTM to get the text category.
Specifically, we used the word representation a BILSTM input, and
then the document node representation and BiLSTM output vector
were fed together to the softmax layer to get the text category.

STGCN+BERT+BIiLSTM: After geting document node repre-
sentations and word node representations from GCN and BERT’s
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Table 2. Classification accuracy of different models on different datasets.

Models MR Weibo | StackOverflow | Biomedical R8
TF-IDF+LR | 0.746 | 0.501 — — 0.937
CNN | 0.777 | 0.524 0.823 0.701 0.957
LSTM | 0.751 | 0.514 0.821 0.702 0.937
Bi-LSTM | 0.777 | 0.522 0.821 0.705 0.963
fastText | 0.751 | 0.524 — — 0.961
Text GCN | 0.767 | 0.534 0.814 0.680 0.970
Fine-tuning BERT | 0.857 | 0.522 0.908 0.726 0.982
STGCN | 0.782 | 0.542 0.835 0.690 0.972
STGCN+BIiLSTM | 0.785 | 0.546 0.857 0.728 —
STGCN+BERT+BiLSTM | 0.864 | 0.550 0.914 0.740 0.985

word representations, we concatenated word node representations
and word representations obtained by the BERT and input them into
the BILSTM. And then, we input the document node representation-
s and BiLSTM output vector together into softmax layer to get the
final text category.

4.3 Model Settings

In the short-text GCN, the first layer included 200 neurons, and the
window size was 20. The initial graph nodes were randomly ini-
tialized 200-dimensional vectors, and in the baseline models, the
pre-trained word embedding was adapted; we used 300-dimensional
gloVe word embeddings. All the words that appeared more than three
times were used to form the vocabulary, and then 10% of training da-
ta was randomly selected as validation data. In the training process,
the short-text GCN training included a maximum of 200 epochs; the
adam optimizer [16] was used in the training process, and the learn-
ing rate and the dropout rate were set to 0.01 and 0.5, respectively.

The BiLSTM size was 256, and the adam optimizer [16] was used.
The learning rate was 0.01. We trained BiLSTM model for 10 e-
pochs. In the BERT model, we applied different pre-training mod-
els for different datasets. Specifically, for English MR, Biomedical,
R8, and StackOverflow datasets, we adopted the pre-trained uncased
BERT-Base model, while for Chinese Weibo dataset, we applied the
pre-trained BERT-Base, Chinese model 6, Finally, for BERT fine-
tuning, we trained BERT for about 3 epochs using our data.

5 Experimental Results

The experimental results of our model on different datasets are shown
in Table 2. According to the experimental results, we can draw the
following conclusions.

Our model can effectively classify short texts.

As can be seen in Table 2, compared with the other models, our
model achieved a significant improvement regarding the classifica-
tion accuracy on the MR, Biomedical, StackOverflow, and Weibo
datasets. The reason why the STGCN had worse performance on the
R8 dataset than on the MR dataset is that the text length of the dataset
R8 was relatively long and topic information was not very helpful to
the text classification.

The shorter the text, the more obvious the performance im-
provement is.

As shown in Table 2, at a shorter average text length, the perfor-
mance improvement of our model was more obvious, especially for

6 https://github.com/google-research/bert

the datasets with the average text length less than 10, such as Wei-
bo and StackOverflow. When the average text length was relatively
long, the improvement of our model was relatively small compared
with the other models. For instance, on the R8 dataset with the av-
erage text length of 66, the improvement effect of our model was
relatively small compared with that on the other datasets.

The topic information of short texts helps to build the short-
text graph.

The experimental results of the Text GCN and STGCN show that
the classification effect of a short text can be improved by using the
topic information.

The full use of document node and word node representations
can improve the text classification results.

The experimental results of STGCN and STGCN+BiLSTM on
short text datasets prove that making full use of the document node
and word node representations can improve the classification result-
s; this is why our model achieved better classification performance;
namely, it made full use of the document node and word node repre-
sentations.

Adding the pre-training BERTs word vector can improve the
model performance.

In Table 2, it can be seen that after adding the pre-trained BERTSs
word vector, the performance of our model was greatly improved
compared with the STGCN and fine-tuning BERT. This shows that
adding the pre-trained BERTs word vectors is effective and greatly
improves the classification ability of our model.

5.1 Impact of topic model on classification
performance.

In our experiment, we tried several topic models to extract topic in-
formation from the short text. We use the topic model LDA[3], which
is one of the most widely studied topic models, to obtain the topic
information on the short text as an extended feature of the short tex-
t. With the recent development of neural networks, there have been
more and more researches on the neural topic models. Neural topic
model not only can model better texts, but also can embed better into
other neural networks, and can be well trained together with neu-
ral network models. In our experiments, we also employed neural
topic models (NTM)[22] and the neural variational document mod-
el(NVDM) [5] to extract the topic information of the short texts.
The comparison results of the Text GCN, STGCN with LDA,
STGCN with NTM, STGCN with NVDM and STGCN with BTM
models on three datasets are given in Table 3. We observe that neu-
ral topic network NVDM and NTM achieved better results than the
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LDA, which implied the effectiveness of inducing the topic models
by neural networks. In addition, the experimental results of the BTM
were better than of the other models, which indicated that the BTM
could extract the topic information on short texts more effectively

Table 3. Comparison of experimental results of different topic models on
three datasets.

Model MR | Weibo | StackOverflow
Text GCN | 0.767 0.534 0.814
LDA | 0.772 0.530 0.815
NTM | 0.776 0.540 0.825
NVDM | 0.773 0.541 0.822
BTM | 0.782 0.542 0.835

5.2 Impact of topic number on classification
performance.

The classification accuracy of our model at different K, the number
of topics, on different experimental datasets is presented in Figure 3.
In Figure 3, it can be observed that different numbers of topics led
to different classification effects on different data sets. For instance,
30 topics provided the best effect on the MR dataset, and 50 topics
provided the best effect on the Weibo dataset.

0.8 MR Weibo

0.544
0.542

0.54
0.538
0.536

0.75 0.534
20 30 40 50 60 70 20 30 40 50 60 70

0.79
0.78
0.77
0.76

(a) MR (b) Weibo

Figure 3. Experimental results on different datasets and at different topic
numbers. The horizontal axis denotes the number of topics, and the vertical
axis denotes the classification accuracy

6 Discussion and Future Work

In this work, the topic model is employed to extract the short tex-
t topic information, and a short-text graph is constructed by word
co-occurrence and document word relations. Also, a graph convo-
lutional neural network is used to construct and train the short-text
graph. The word nodes and document nodes trained by the GCN and
vector generated by the BERT’s hidden layer are fed together to the
BiLSTM classifier for short text classification. In the experiment, our
model achieved state-of-the-art performance on different short tex-
t datasets. The experimental results show that our short-text graph
can effectively model short text data, and combining the representa-
tion obtained by using the short-text GCN and the pre-trained word
vector obtained by the BERT hidden layer can greatly improve the
classification performance of our model.

However, our model consumes more memory and has longer train-
ing time than the other models used in the comparison. In our future
work, we will explore how to simplify the proposed model while
achieving the same classification effect.
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