
A Graph-based Measurement for Text Imbalance
Classification

Jiachen Tian1 and Shizhan Chen1 and Xiaowang Zhang12 and Zhiyong Feng13

Abstract. Imbalanced text classification, as practical and essential
text classification, is the task to learn labels or categories for imbal-
anced text data. Existing imbalanced text classification approaches
are mostly based on the Imbalance Ratio (i.e. ratio of sizes between
categories). Recently, some researchers verified that the imbalance
ratio severely affects the performance of classifiers when intrinsic
characteristics of data such as class overlapping and small disjuncts
occur. However, since the distribution of real-world data is unknown,
it is difficult to describe above intrinsic characteristics directly. In this
paper, we transform the unknown distribution of data into a graph
model and present a graph-based imbalance index named GIR to pre-
dict the impact of imbalanced text data on classification performance.
Firstly, we introduce an environmental factor that makes the imbal-
ance index sensitive to the intrinsic characteristics of data. Secondly,
we propose a graph-based method to calculate this environmental
factor. Finally, we use the imbalance index to analyze the perfor-
mances of imbalanced learning methods and the impact of imbal-
anced data on text classifiers. The experimental results evaluated on
both synthetic data sets and real-world data sets demonstrate the ef-
fectiveness of our approach.

1 Introduction

Imbalanced text classification is the task of classifying the imbal-
anced text data into one or more defined classes [17]. Imbalanced
data refers to data in which the size of one class is significantly larger
than the size of other classes. In the binary-classification task, the
class with the larger size is called the majority class, while the other
one is called the minority class [1]. Imbalanced data often exist in
real-world applications, such as sentiment analysis [8], topic label-
ing [36] and spam detection [26]. The main difficulty in analyzing
imbalanced data is that the distribution of data is unknown. This is-
sue severely hinders us from synthesizing ideal data set (balanced
data set) for training the machine learning model.

To analyze imbalanced data set, previous studies defined Imbal-
ance Ratio (IR), which is obtained by dividing the size of the major-
ity class by that of minority one [12]. Standard imbalanced learning
methods are mainly to improve IR and focus on the preprocessing of
data and the improvement of the algorithm. For example, oversam-
pling techniques attempt to rebalance data by synthesizing data for
minority class [5, 16], while undersampling techniques reduce data
for majority class [20]. Cost-sensitive methods assign different costs
for majority class and minority class [18, 25].
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However, some data intrinsic complexity (DIC) also affect the per-
formance of the classifier as well as IR. More than that, DIC such as
class overlapping (CO) and small disjuncts (SD) deteriorate the im-
balance problem [31]. CO in text classification happens when the
common area of the input space includes texts from more than one
class [24]. SD is the heterogeneous area phenomenon of texts belong-
ing to the same class in the input space [23]. Therefore, it becomes
interesting to investigate a proper imbalance index which takes into
account IR, CO and SD. Because we cannot intuitively know the
overlapping area among different classes and the smallest cluster in
the minority class, it is difficult to calculate the degrees of CO and
SD. Therefore, how to represent the unknown distribution of imbal-
anced text data is a challenging study.

In this paper, we propose a graph-based text imbalance index
named GIR with an environmental factor that fully considers CO and
SD of imbalanced texts. To characterize CO and SD, our approach
converts text data set into an undirected, weighted and labelled graph.
Therefore, we can use the structural information of the graph to ap-
proximate represent the unknown distribution of imbalanced texts.
The experimental results show our approach is efficient in capturing
text imbalance problem. Main contributions as follows:

• We propose an imbalance index GIR, which is sensitive to DIC via
an environmental factor and be highly correlated with the classifi-
cation error rate (ER).

• We present a graph-based method to calculate the environmental
factor by transforming the unknown distribution of input data into
a graph model.

• GIR can reflect the imbalance of data sets without training and
testing models and can be used to evaluate the performances of
imbalanced learning methods. In particular, GIR is the first im-
balance index that can be applied to the NN-based model of text
classification.

2 Imbalance Index of Texts
In this section, we formalize our imbalance index of the text. First, we
give an example in Subsection 2.1 to illustrate the imbalance prob-
lem. Then, we formalize the imbalance problem in Subsection 2.2
and propose an imbalance index based on the trend line of ER
changes with IR in Subsection 2.3.

2.1 Motivating Example
Suppose there is a task that classifies texts describing cat and dog:

• The Tibetan mastiff has a strong body and thick limbs. (dog)
• The Ragdoll is well-proportioned and has medium-length

limbs. (Cat)
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(a) Part of speech (b) CO

(c) SD (d) Classification error

Figure 1. The golden nodes, orange nodes, grey nodes, green nodes and
blue nodes represent the embedding vectors of dog and cat’s texts, the

keywords of dog and cat, and neutral words. The embedding vectors of each
texts are obtained by a combination of the embedding vectors of keywords

and neutral words.

• The Akita is well-proportioned and has medium-length
limbs. (dog)

• The length of Tibetan mastiff is slightly larger than the body
height, and the muscles are full and strong. (dog)

As shown in Figure 1.(a), we divide words into keywords and neu-
tral words. keywords are defined as words that are much more prob-
able for one class than the other classes. Neutral words are defined as
words that are equal probable for all classes. Since “Tibetan mastiff ”,
“Akita” and “Ragdoll” can directly determine the categories of texts,
and these words never appear in the texts of the opposite category,
we define them as keywords. “strong”, “thick”, “well-proportioned”,
“full”, “slightly larger” and “medium length” can be used not only to
describe cat and dog but also to describe other animals, so they are
the neutral words.

CO: In Figure 1.(b), the texts of “Akita” and “Ragdoll” overlap
because the neutral words are the same. We difine the co-occurrence
neutral words are the neutral word that coexists in two texts. For ex-
ample, “well-proportioned” and “medium-length” are co-occurrence
neutral words of “Akita” and “Ragdoll”.

SD: In Figure 1.(c), samples of dog are overly concentrated in its
sub-cluster. This issue makes the classifier hard to learn the smaller
sub-cluster.

DIC: The above CO and SD belong to DIC. In Figure 1.(d), IR is
equal to 2 and the classifier learns a poorly hyperplane f

′
due to the

existence of CO and SD problems. However, if the D
′

region exists,
IR at this time is equal to 5

3
. Using the D

′
region, due to the larger

sub-cluster can connect the smaller ones, the CO and SD problems
are improved, and the classifier learns a better hyperplane f .

In summary, IR does not consider the impact of DIC. This issue
causes IR not to reflect the impact of the data set on the performance
of the classifier.

2.2 Formalization of Class Imbalance
Given the training data X = [x1, ..., xn]> ∈ Rn×m×d and their
labels Y = [y1, ..., yn]> ∈ {0, 1}n, where xi is a text sample con-
taining m words, n is the size of training data, d is the number of

Figure 2. The trend line of ER with IR.

features regarding with one word. Among the binary data sets, the
positive data are represented as X+ = [x+

1 , ..., x
+
n+ ]> ∈ Rn

+×m×d

with n+ being the size of positive class, and the negative data are rep-
resented as X− = [x−1 , ..., x

−
n−

]> ∈ Rn
−×m×d with n− being the

size of negative class. The imbalance problem refers to n+ � n−,
which means that the size of positive class is much bigger than that
of negative class. We also call X+ as the majority class, and X− as
the minority class. Therefore, IR is defined as n+

n− .

2.3 Proposed Imbalance Index: GIR

As the degree of DIC increases, the impact of larger IR on the per-
formance of classifier is greater. Therefore, we use DIC as a factor,
namely ω, to describe the basic environment of GIR. The trend of ER
with IR is shown in Figure 2.

• With the decrease of ω, DIC decline, the trend line of ER is flat.
• With the increase of ω, DIC rise, and the trend line of ER is steep.
• When the IR is fixed, the higher the ω, the higher the ER.

The objective of GIR is to fit the trend line of ER under different ω. In
the experiment, the arctangent function is the closest to the changing
trend of ER compared with other functions. Therefore, GIR is defined
as follows:

GIR = arctan(ωγ) +
π

2
, (1)

where γ is an imbalanced level. ω ∈ (0, 1) is the score of the envi-
ronmental factor. When the data is very complicated, ω is close to 1
and vice versa. We define ω as

ω = f
(
D(X−), sim(X+,X−)

)
, (2)

where sim(X+,X−) is the degree of CO, and D(X−) is the de-
gree of SD. f is a mean function used to trade-off D(X−) and
sim(X+,X−). It can be arithmetic, geometric or quadratic means.

3 Graph-based Measurement for Text Imbalance
Index

Characterizing the unknown distribution of data set is the necessary
condition for calculating the degrees of CO and SD. Based on the in-
spiration from graph similarity problem [11], we transform the above
data distribution into a graph model with structured information and
propose a graph-based method to calculate the text imbalance index.
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3.1 Formalization of Graph
Given an undirected, weighted and labelled graph G = (V,E, λ, t) ,
where V is a set of nodes connected by edges E, λ is a function that
mapping a label value λ(v) to each node v ∈ V and t is a weight
function of each node v ∈ V . For a binary text classification data set,
λ(v) ∈ {P,M,N}, λ(v) = P iff v ∈ x+

i and v /∈ x−j ; λ(v) = N

iff v ∈ x−j and v /∈ x+
i ; λ(v) = M iff v ∈ x+

i and v ∈ x−j ,
where i ∈ {1, ..., n+} and j ∈ {1, ..., n−}. A subset V + ⊆ V
induces a positive subgraph G(V +) = (V +, E, λ+) of G, where
∀λ(v | v ∈ V +) ∈ {P,M}. A subset V − ⊆ V induces a negative
subgraph G(V −) = (V −, E, λ−) of G, where ∀λ(v | v ∈ V −) ∈
{N,M}. An example is shown in Figure 3, the text of “Akita” can
be transformed into a subgraph 〈“Akita”→ “well-proportioned”→
“medium-length”〉, where “Akita” is the keyword of dog, the “well-
proportioned” and “medium-length” are the neutral words.

3.2 Graph-based Measurement of CO
In our defined graph, CO problem can be described as the similarity
problem of subgraphs from different classes, e.g. the texts of “Akita”
and “Ragdoll”, the category of the subgraph is mainly dominated by
the keywords (i.e. “Akita” and “Ragdoll”), which also dominate that
of above texts. Therefore, the degree of CO can be written as follows:

sim(X+, X−) =
∑
i,j

sim(x+
i , x

−
j )

=
∑
i,j

sim
(
G(V +

i ), G(V −j )
)
≈
∑
i,j

sim(v+, v−),

s.t. λ(v+) = P, λ(v−) = N ∀ v+ ∈ V +
i ,∀v

− ∈ V −j . (3)

Where ≈ means approximate equality. Inspired by information the-
ory, the similarity between v+ and v− can be calculated based on
their commonality and differences [7]. These intuitions as following:
The similarity between v+ and v− is related to the amount of infor-
mation they share. When more information is shared, their common-
ality is greater, and conversely, their difference is greater. Therefore,
we define the similarity sim(v+, v−) as follows:

sim(v+, v−) =
common(v+, v−)

description(v+, v−)
, (4)

where common(·) and description(·) represent the commonality
and difference, respectively.

Based on intuition 1, we define common(·) as:

common(v+, v−) = dis(v+, v−)
(
t(v+) + t(v−)

)︸ ︷︷ ︸
?

+ ct com(v+, v−)︸ ︷︷ ︸
†

, (5)

Due to word often have different semantics in different contexts.
Therefore, the similarity between v+ and v− includes individual sim-
ilarity and contextual one. The individual similarity is the distance
between the words in the data space, e.g. the Euclidean distance
of the keywords of “Akita” and “Ragdoll” in data space. The con-
textual similarity is determined by the co-occurrence neutral words,
which belong to both G(V +

i ) and G(V −j ). The co-occurrence neu-
tral words of “Akita” and “Ragdoll” (i.e. “well-proportioned” and
“medium-length”) are the same, which means that the semantics of

Figure 3. The undirected, weighted and labelled graph. Lines of the same
color connect words that appear together in the same text. The solid line
represents the text in the majority class and the dashed line represents the

text of the minority class.

their texts are highly similar. In Equation (5), dis(·) represents the
degree of individual similarity between v+ and v−, e.g. Euclidean
distance. The weight value t(·) indicates the amount of informa-
tion that the node contains, e.g. TF-IDF. ? considers the amount of
common information existing in the pair of keywords (i.e. individual
similarity). † considers the amount of information contained in the
co-occurrence neutral words connected to the pair of keywords (i.e.
contextual similarity). † is defined as follows:

ct com(v+, v−) =
∑

µ∈(V +
i ∩V

−
j )

(
dis(µ, v+)

+ dis(µ, v−)
)
t(µ), (6)

where µ is the co-occurrence neutral node (i.e., the node of the co-
occurrence neutral word) in V +

i and V −j . For “Akita” and “Ragdoll”,
† calculates the amount of information that “well-proportioned” and
“medium-length” provide to “Akita” and “Ragdoll”, respectively.

Based on intuition 2, we define description(v+, v−) as:

description(v+, v−) = t(v+) + t(v−)︸ ︷︷ ︸
?̂

+ ct dif(v+, v−)︸ ︷︷ ︸
†̂

, (7)

?̂ considers the amount of information of each keyword, and †̂ is
the contextual different, which considers the amount of information
of neutral words connected to each keyword, e.g. “Tibetan mastiff”
and “Ragdoll” do not have the co-occurrence neutral words, so
†̂ calculates the amount of information that “strong” and “thick”
provide to “Tibetan mastiff”, and the amount of information that
“well-proportioned ” and “medium-length ” provide to “Ragdoll”. †̂
is defined as follows:

ct dif(v+, v−) =
∑
µ̂∈V +

dis(v+, µ̂)t(µ̂)

+
∑
µ̌∈V−

dis(v−, µ̌)t(µ̌). (8)

When v+ and v− are the same node and dis(·) ∈ [0, 1] is the
normalized space distance. We conclude dis(v+, v−) = 1, and µ =
µ̂ = µ̌. Then ct com(v+, v−) = ct dif(v+, v−). Therefore, the
maximum of sim(X+,X−) = 1. Conversely, sim(X+,X−) = 0.
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3.3 Graph-based Measurement of SD

In our graph, SD can be transformed into the problem of over-
concentration of keyword weight. When t(v | λ(v) 6= M) is sig-
nificantly greater than others, it means that the same polarity sub-
graphs containing v is over-represented by v, e.g. the dog’s samples
are excessively skewed to the “Tibetan mastiff”, so the frequency of
the keyword of “Tibetan mastiff” appears relatively high. The small
disjuncts factor is defined as

D(X−) ∝ D
(
V − | λ(V −) 6= M

)
=
∑
m

|t(ṽ−m)− t(ṽ−m+1)|,

s.t. ṽ−m ∈ sorted
(
V − | λ(V −) 6= M

)
, (9)

where ṽ−m is the node in the sorted V −, which does not contain the
neutral node. Due to the normalization of t

(
V − | λ(V −) 6= M

)
, the

maximum of D(X−) is 1 when t(ṽ−m) is equal to 1 and the weight of
other nodes is 0. On the contrary, if all ṽ−m get the same weight then
D(X−) is 0.

3.4 Fine-grained Text Imbalance Level

Unlike other types of data, such as images, etc. Text classification
data is a set of texts consisting of multiple words. If the number of
keywords in a text is small, its polarity is difficult to determine by the
classifier. Therefore, we define a more fine-grained imbalance level
γ that considers the number of inter-class keywords and the contri-
bution of each text for training the classifier. In our graph model, We
first calculate the contribution of each subgraph.

r(V +
i ) =

n+
i∑

p=1

t
(
v+
p | λ(v+

p ) = P, v+
p ∈ V +

i

)
t(v+

p | v+
p ∈ V +

i )
,

r(V −j ) =

n−j∑
p=1

t
(
v−p | λ(v−p ) = N, v−p ∈ V −j

)
t(v−p | v−p ∈ V −j )

,

(10)

where n+
i and n−j are the number of nodes in the positive and neg-

ative subgraphs, respectively. Therefore, the imbalance factor can be
defined as follows:

γ = log10

(∑
i r(V

+
i )∑

j r(V
−
j )

)
. (11)

The reason we use log10(·) is that if the value of the imbalance factor
is too large, it will cause the arctangent function to enter a smooth
region.

Finally, our method is summarized in Algorithm 1.

4 Experiments and Evaluation

To evaluate the correlation between the imbalance index GIR and the
classification performance, we introduce two steps: (1) we conduct
correlation analysis experiments on synthetic data sets and real-world
data sets; and (2) we use GIR to evaluate the performance of existing
imbalance learning methods.

Algorithm 1 The GIR algorithm

Input: Dataset = {X+,X−,Y}
Arg: displacement hyper-parameter β
Output: GIR score

1: Convert Dataset to graph G = (V,E, λ, t)
2: Compute the degree of CO sim(X+,X−) between X+ and X−

with Eq.3
3: Compute the degree of SD D(X−) with Eq.9
4: Compute the imbalance factor γ between X+ and X− with

Eq.11
5: Bring sim(X+,X−) and D(X−) into Eq.2 to compute the envi-

ronmental factor ω
6: Bring ω and γ into Eq.1 to compute GIR

7: return GIR

4.1 Correlation Analysis Method
The Spearman’s rank correlation coefficient ρ is a non-parametric
index to measure the dependence between two variables a and b,
where a and b have the same sample size n. ρ is defined as follows:

ρ =

∑
i(ai − ā)(bi − b̄)√∑

i(ai − ā)2
∑
i(bi − b̄)2

. (12)

With the increase of the monotonic correlation between a and b, |ρ|
is close to 1. In our experiments, the two variables are GIR and ER of
the minority class.

4.2 Metrics of ER
We select F1 to measure the ER of the majority class, assuming that
the real label is y and the predicted label is ŷ, therefore, the numbers
of true positive (TP ), false positive (FP ), false negative (FN ) and
true negative (TN ) samples are formally defined as follows:

TP = #{xi | yi = +1 ∧ ŷi = +1},
FP = #{xi | yi = −1 ∧ ŷi = +1},
FN = #{xi | yi = +1 ∧ ŷi = −1},
TN = #{xi | yi = −1 ∧ ŷi = −1},
s.t. i = 1, ...,m.

(13)

Here “#” represents the size of the set, m is the size of the minority
class. Thus F1 is defined as follows:

F1 =
2 · TP

2 · TP + FN + FP
. (14)

Therefore, the ER of the minority class is 1-F1.

4.3 Compared Imbalance Indexs
We conduct comparative experiments with IR andBI3, respectively.

• IR is traditional imbalanced ratio, and IR can intuitively compare
the sizes of majority class and minority class. Thus IR can be
further used to measure its correlation with all machine learning
methods.

• BI3 uses the KNN algorithm to estimate the distribution of the in-
put data. The inputs of the KNN algorithm are the feature vectors
of texts, not that of words. The inputs of the NN-based model are
the feature vectors of words. Therefore, BI3 cannot be used to
measure its correlation with the NN-based model.
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Figure 4. The trend line of ER with imbalance level.

4.4 Text Classification Methods and Settings
Four traditional machine learning algorithms (SVM, KNN, and Ad-
aboost) are selected to perform the comparative experiment of BI3.
All of these algorithms are derived from the scikit-learn library4

and their parameters are all official defaults.
The above four traditional machine learning models and three

well-known basic NN-based models are used to compare with IR.
The parameters and model structures are as follows. We repeat
each of the experiments 10 times, and the mean of 10-folds cross-
validation obtains each of its results.

• CNN: The number of channel and kernel size are set by 100 and 1,
respectively. To analysis the basic CNN model, we set the number
of hidden layer to 1 [33].

• RNN: We adopt the binary-directional LSTM model. The number
of hidden layers in the model is the same as CNN and is set to
1 [22].

• Self-attention: We use the encoder module, which has 6 encoder
layers, 8 scaled dot-product attention modules and one layer of
feedforward NN [4].

4.5 Experiments on Synthetic Data
To evaluate the sensitivity of the GIR to the single DIC that can cause
deterioration in classification performance. We construct six levels
of 3-dimensional data sets. These data sets contain Perfect (P level),
Multi distributed (M level), OC (O level), SD (S level) and OC+SD
(OS level) and Keyword insufficient (K level) factors resp.

4.5.1 Synthetic Method

Each data set consists of two classes. The sample in each class is a
text, which contains keywords and neutral words. In the binary clas-
sification problem, keywords can be divided into positive Kp and
negative Kn clusters. Kp, Kn and neutral words Km are sampled
from different distributions, each of which contains two different nor-
mal ones {N1(µ>1 , σ

>
1 )
⋃
N2(µ>2 , σ

>
2 )}. The size of Kp and Km is

fixed to 5000 on each level data set, the size of Kn varies in the set
{50, 100, 1000, 3000, 5000} on S level data set for analysing the SD
problem and be fixed to 5000 on each other. A larger Kn can better
express the distribution of its data space. To construct imbalance, the
number of majority class is fixed to 5000, and the number of minor-
ity class varies in the set { 5000

2n , n = 1, ...10}. From Figure 5. The
details of each data set are described below.
4 Scikit-learn website: https://scikit-learn.org/stable/.

(a) P level (b) M level

(c) O level (d) S level

(e) OS level (f) K level

Figure 5. 3D visualization of synthetic data sets. Corresponding to Figure
2, the blue dot indicates the keyword of P, the red dot indicates the keyword

of N, and the green dot indicates the neural word.

• P level: No CO and SD in the distributions of Kp, Kn and Km.
i.e. | µ>1 − µ>2 |= 1> and σ>1 = σ>2 = 5>.

• M level: Kp, Kn and Km have a much wider distribution than
they in P level. Each distribution consists of two clusters. i.e. |
µ>1 − µ>2 |= 10>.

• O level: The distribution of Kp and Kn overlapped partially. i.e.
µ>1 (K1

p) = µ>2 (K2
n) where Ki

� refers to the i subcluster of K�.
• S level: Kn are concentrated in one cluster, while the other one

is too sparse. As the size of Kn decreases, the SD problem has a
high probability of occurring. i.e. #K1

n
#K2

n
= 0.001 where # means

the size of Ki
�.

• OS level: OS level is the combination of O level and S level. i.e.
µ>1 (K1

p) = µ>2 (K2
n) and #K1

n
#K2

n
= 0.001.

• K level: On the basis of OS level, the number of keywords
in all texts is obviously less than that of neutral words, i.e.,

#keyword
#neutral word

= 0.02 in all texts.

4.5.2 Result and Analysis

The results of correlation analysis on synthetic data sets are presented
in Table 1.

• In the case of P level and M level in Figure 4, ERs of all methods
are less than 5% and without obvious rise. Therefore, when inter-
class keywords have a higher separability, even if the data set is
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imbalanced, it would not have a worse impact on the classifier.
This situation can be described by BI3 and GIR, except for IR.

• In the case of O level in Figure 4, ERs of all methods increase
gradually. It shows that the classification performance is affected
by IR. Because BI3 is based on the KNN algorithm, which can
capture the area of CO, BI3 performs very well.

• In the case of S level, unlike the KNN algorithm, GIR’s envi-
ronmental factors ω can capture SD problems. Therefore, GIR

achieves the best score.
• OS level is a combination of O level and S level, so it is more

complex than them. Because it contains overlapping problems,
BI3 has better scores than which on S level. However, due to the
small disjuncts problem, GIR still gets the best score.

• K level takes into account the proportion of neutral words and
keywords in texts. We find that this is a crucial reason that affects
the performance of classifiers. Especially for the NN-based model,
when there are enough keywords in texts, even if there is a serious
overlapping problem, the classification performance is still very
high.

Table 1. Correlation analysis of synthetic data sets.

classifier IR BI3 GIR

P level

SVM 0.1032 0.4163 0.5219
KNN 0.0911 0.6127 0.5901
Adaboost 0.1321 0.4199 0.4231
CNN 0.1073 – 0.3261
RNN 0.1002 – 0.3210
Self-attention 0.0894 – 0.3288

M level

SVM 0.1453 0.4201 0.5313
KNN 0.1322 0.5299 0.5127
Adaboost 0.1532 0.4147 0.5275
CNN 0.1196 – 0.8222
RNN 0.1175 – 0.8318
Self-attention 0.1004 – 0.8240

O level

SVM 0.6800 0.8005 0.8014
KNN 0.6275 0.8145 0.8132
Adaboost 0.7079 0.8111 0.8195
CNN 0.3011 – 0.8066
RNN 0.2906 – 0.8137
Self-attention 0.2727 – 0.7901

S level

SVM 0.2111 0.6557 0.7281
KNN 0.2050 0.6722 0.7304
Adaboost 0.2397 0.6316 0.7026
CNN 0.1983 – 0.7309
RNN 0.1744 – 0.7238
Self-attention 0.1639 – 0.7066

OS level

SVM 0.5437 0.6988 0.7131
KNN 0.5201 0.7094 0.7190
Adaboost 0.5513 0.7064 0.7122
CNN 0.5101 – 0.7047
RNN 0.5081 – 0.7203
Self-attention 0.5033 – 0.7158

K level

SVM 0.5190 0.7210 0.7305
KNN 0.5055 0.7282 0.7234
Adaboost 0.5222 0.7192 0.7267
CNN 0.5852 – 0.7351
RNN 0.5840 – 0.7116
Self-attention 0.5639 – 0.7032

4.6 Experiments on Benchmark Data
We adopt four data sets to cover as many scenarios as possible, such
as overlapping, small disjuncts and different degrees of imbalance

level [2]5. The details of the data sets are shown in Table 2.

Table 2. Details of benchmark data sets.

topic #train #test IR

20 News

rec.sport.hockey 600 399 –
rec.sport.baseball 597 397 1.005
misc.forsale 585 390 1.026
comp.os.ms-windows.misc 572 394 1.049
talk.politics.misc 465 310 1.299
talk.religion.misc 377 251 1.592

R8

earn 2840 1083 –
acq 1596 696 1.780
crude 253 121 11.225
trade 251 75 11.315
money-fx 206 87 13.786
interest 190 81 14.947
ship 108 36 26.296
grain 41 10 69.268

Cade12

servicos 5627 2846 –
sociedade 4935 2428 1.140
lazer 3698 1892 1.522
internet 1585 796 3.550
noticias 701 381 8.027
compras-online 423 202 13.303

WebKB

student 1097 544 –
faculty 750 374 1.463
course 620 310 1.769
project 336 168 3.265

• 20 News: 20 news is a relatively balanced data set, but topics are
similar, such as comp.os.ms-windows.misc, talk.politics.misc and
talk.religion.misc. It makes classification more difficult because
they are likely to have an overlapping problem.

• R8: Reuters-21578 is an imbalance data set about news, and the
grain topic only has 41 samples, so it is prone to have a small
disjuncts problem.

• Cade12: Compared with R8, Cade12 has much larger topic sizes,
and the IR changes more smoothly.

• WebKB: Compared with other data sets, WebKB has the fewest
number of topics, and the topics are not very large.

4.6.1 Result and Analysis

The results of correlation analysis on benchmark data sets are pre-
sented in Table 3.

• GIR achieves optimal or very close to optimal results on each data
set. Especially on the 20 news data set, GIR, containing CO factor,
obtains the best correlation on different classifiers. It illustrates
that GIR can still capture the fatal factor affecting the performance
degradation of the classifier when the IR does not change much.

• Due to BI3 uses the k-nearest neighbour algorithm to estimate
the distribution of input data, it is suitable for the KNN classifier
and achieves optimal or sub-optimal results.

• The NN-based model has a lower ER than the traditional machine
learning algorithm, and GIR still has a high correlation. Among
them, the score for the self-attention model is the smallest, which
also indicates that the classification performance of it is the state-
of-the-art level.

4.7 Evaluation of Imbalance Learning Methods

Random Oversampling (OS), Random Undersampling (US),
Synthetic Minority Oversampling Technique (SMOTE) and
Sampling Weighting (SW) are performed to improve the benchmark

5 Data sets website: http://ana.cachopo.org.
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Table 3. Correlation analysis of benchmark data sets.

classifier IR BI3 GIR

20 News

SVM 0.0751 0.1421 0.2456
KNN 0.3136 0.3259 0.3348
Adaboost 0.0299 0.1641 0.2789
CNN 0.0736 – 0.2593
RNN 0.1096 – 0.2125
Self-attention -0.1862 – 0.1230

R8

SVM 0.5714 0.8928 0.9285
KNN 0.4286 0.8214 0.8176
Adaboost 0.4286 0.8571 0.8626
CNN 0.3806 – 0.4355
RNN 0.3913 – 0.5230
Self-attention 0.3214 – 0.3701

Cade12

SVM 0.6187 0.6746 0.6875
KNN 0.9000 0.9182 0.9182
Adaboost 0.6636 0.6818 0.6912
CNN 0.5593 – 0.5761
RNN 0.5313 – 0.5532
Self-attention 0.4909 – 0.5333

WebKB

SVM 0.4178 0.8969 0.8813
KNN 0.4454 0.8988 0.8795
Adaboost 0.4187 0.8870 0.8902
CNN 0.2936 – 0.4249
RNN 0.3127 – 0.4507
Self-attention 0.2500 – 0.3258

data sets and we conduct correlation experiments between the clas-
sification performance and the imbalance index. These imbalance
learning methods are implemented by imbalanced-learn toolbox6.

4.7.1 Result and Analysis

The evaluation results of imbalance learning methods are presented
in Table 4. The experimental results show that GIR achieves a high
correlation score.

• OS and US have equal effects on the improvement of the data set
since they are the basic addition and deletion operations of the
data set. However, they are unable to alleviate the DIC problem,
e.g. although US may reduce the amount of data in OC areas, US
deteriorates the SD problem and OS has the opposite effect.

• SMOTE and OS are also oversampling methods. However, it does
not resample data repeatedly, which makes the data set to get bet-
ter training data possibly. Therefore, it has a useful data set recov-
ery effect.

• The score of SW is not high or low, because SW is an algorithm-
level method. Only when the distribution between the training set
and testing one is inconsistent, SW is significantly affected. There-
fore, SW has no high correlation with IR.

5 Related Works
Existing researches on imbalance problem are mainly around IR [3,
15, 19]. IR is an extrinsic characteristic of data that does not consider
the distribution of data. Most standard imbalanced learning meth-
ods assumed that the deterioration of classification performance is
caused by IR, and can be roughly divided into data-level resampling
methods [9, 20, 34, 28] and algorithm-level cost-sensitive learning
methods [18, 35].

6 Imbalanced-learn website: http://imbalanced-learn.org.

Table 4. Evaluation of imbalance learning methods.

data set IR BI3 GIR

OS

20 News 0.0765 0.1913 0.2344
R8 0.1924 0.7259 0.7335
Cade12 0.2719 0.7283 0.7529
WebKB 0.2203 0.6021 0.6188

US

20 News 0.0264 0.1482 0.2923
R8 0.1376 0.7066 0.7192
Cade12 0.2457 0.7200 0.7221
WebKB 0.2342 0.5862 0.5700

SMOTE

20 News 0.1221 0.3109 0.3318
R8 0.2948 0.7218 0.7626
Cade12 0.2161 0.7350 0.7411
WebKB 0.3535 0.6324 0.6515

SW

20 News 0.0588 0.1517 0.2856
R8 0.1963 0.6066 0.6104
Cade12 0.2313 0.6375 0.6983
WebKB 0.2561 0.5921 0.6470

However, some theoretical studies have recently pointed out that
IR is more sensitive to DIC [14, 29, 30, 21, 6]. In more detail, if
the DIC of the data is low, higher IR does not necessarily affect the
performance of the classifier, and vice versa [13]. Some of these stud-
ies focused on the assessment of DC areas of input space [37], and
the R-value-based metric that estimates the degree of DC with the k
neighbors of each instance in a given class [27], the others focused
on intra-class imbalances, where the training data of sub-cluster is
severely missing due to IR [23]. Smaller cluster aggregates a large
number of classification errors [10]. This is because class imbalance
results in smaller disjunct fails to represent sub-concepts [31]. Re-
search on DIC requires exploring the distribution of data that cannot
be visually described. Some studies cleverly avoid direct exploration
of data distribution, using Bayesian optimal classifiers to study the
effects of imbalance data from a theoretical perspective [32].

In this paper, we use a graph-based imbalance index to investigate
the imbalance of text. This index uses a novel approach to fuse DIC
and IR to more fully reflect the characteristics of imbalanced data.

6 Conclusion
In this paper, we present a novel text imbalance index GIR using
an environmental factor to characterize CO and SD as two impor-
tant DIC to predict the impact of data on classification performance.
Moreover, our proposed graph-based imbalance measurement built
on GIR can figure out the unknown distribution of real-world imbal-
anced text well. In this sense, our approach provides an alternative
way to analyze DIC of the imbalanced text, and we believe that our
results would be helpful to optimize text imbalanced classifiers even
NN-based models.
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