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Abstract. Botnet has become one of the most frequent attack pat-
terns in cyberspace, and most of them are concerned with Domain
Generation Algorithms (DGAs). Therefore, many researchers have
proposed various machine learning models for DGA domain name
detection, but how to detect unknown classes of DGA domain names
(unknown DGAs) is still a challenging problem. In fact, the prob-
lem of detecting unknown classes is also called open set recogni-
tion problem. To tackle this issue, we propose a novel classification
model OpenSMax which can not only detect various DGA domain
names but also classify them into known and unknown classes of
DGAs. In this model, we use the one-hot encoding method and the
Long Short-Term Memory (LSTM) model to extract the features of
the Top Level Domain (TLD) and the Second Level Domain (SLD)
respectively. Then, these two feature categories are concatenated and
propagated forwards by two fully connected layers for known DGA
domain name detection and classification. Finally, both the openmax
layer (the layer before the softmax layer) and the softmax layer are
used to build One-Class Support Vector Machine (SVM) models for
unknown classes recognition. In our experiments, OpenSMax model
outperforms the state-of-art methods both in known and unknown
DGA domain names detection tasks. Also, OpenSMax provides a
bounded open space risk in theory, and therefore it formally provides
an effective solution for unknown DGA domain name detection.

1 INTRODUCTION
Botnet is one of the main ways of cyberattacks and it has posed seri-
ous threats to cyberspace security. A typical botnet architecture usu-
ally includes bots, Command and Control (C&C) servers and a bot-
master [1]. Firstly, a botmaster will create a malware instance and
send it to bots. Then, when bots have been under the control of the
malware, the botmaster will send commands to C&C servers, and
then C&C servers will forward them to related bots [2]. Finally, bots
will execute commands to implement various attacks such as denial-
of-service attacks, sending spam mails and so on.

In order to avoid being detected by the network defense system
such as intrusion detection systems (IDS), the botmaster usually need
to use variable IP addresses and domain names to obfuscate network
traffic when communicating with controlled bots. Specifically, these
domain names are usually generated by Domain Generation Algo-
rithms (DGAs) which can dynamically generate a series of DNS do-
main names to bypass the blacklist of IDSs, and the botmaster can
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use these DGA domain names to establish connections with mali-
cious bots. This technology is also called as Domain Fluxing [3].

To deal with Domain Fluxing, many security experts have pro-
posed DGA domain name detection methods. Some methods are de-
rived from network traffic analysis [4, 5]. However, these methods
are based on the assumption that most of botnet attacks have simi-
lar network traffic patterns and people need the access authorization
of DNS servers which is not easy to get for monitoring DNS traf-
fic if they want to implement these solutions. As a result, many re-
searchers attempt to detect botnet attacks by detecting DGA domain
names [1, 6]. However, most of proposed learning models can only
detect known classes of DGA domain names because they are trained
on known DGAs training set. Unfortunately, the number of DGAs is
infinite and none of the existing datasets can cover real DGA gener-
ated domain names. Therefore, the most critical issue is how to deal
with DNS domain names generated by known and unknown DGAs
at the same time.

The problem of detecting unknown classes is called Open Set
Recognition problem [7], which is an significant issue in data mining
field [8, 9]. It describes a scenario where some classes are unseen in
the training set but appear in the testing set, and the learning model
needs not only to accurately classify the known classes but also to
effectively deal with the unknown ones [10]. In this paper, we de-
fine unknown DGA classes as classes which do not appear in the
training phase. Abhijit et al. [11] proposed OpenMax model to solve
unknown class detection issue. It uses a deep learning model to clas-
sify known classes and then uses an outlier detection model to detect
unknown classes. However, this method is proposed for the image
classification task and its effectiveness is not verified in experiments
for unknown classes of DGA domain name detection task.

In this paper, we propose a DGA domain name detection model
OpenSMax, which can effectively detect both known and unknown
DGA domain names. First, we train a classification model to detect
and classify known DGA domain names. Then, inspired by the Open-
Max model [11], we extract the activation value from both the open-
max layer (the fully connected layer before the softmax layer) and
the softmax layer from the classification model with correctly clas-
sified training data. As a result, each domain name is mapped into a
point in the 2D plane space, where the two dimensions represent the
activation values from openmax and softmax layers. Finally, we use
the extracted activation values to fit a One-Class SVM model which
is used to generate a hyper-plane where most of correctly classified
points are located. In the testing phase, we first get the output label
from the classification network. And then we use the correspond-
ing One-Class SVM model to find whether the sample is out of the
hyper-plane. If it is out of the hyper-plane, we recognize it as an
outlier and classify this domain name into unknown classes of DGA
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domain names. Otherwise, we maintain the initial output label from
the classification model.

In summary, we make the following contributions:

• We use different methods to extract TLD and SLD features for the
reason that different parts of domain name have different charac-
teristics. Compared with the methods using the same way for TLD
and SLD feature extractions, our method achieves 1.22% higher
accuracy in known DGA domain name detection.

• We use both the openmax and softmax layer of the classification
model for unknown class detection, which can take the relation-
ship between the activation values of different layers into account.
Compared with the method only using the openmax layer, our
method by using two layers achieves 1.84% higher accuracy when
half of DGA classes are unknown classes.

• We propose the OpenSMax model and prove that our model has
a bounded open space risk [12]. Therefore, it formally provides
an open set recognition solution in theory. Experiments show that
OpenSMax achieves 83.62% accuracy when half of DGA classes
are unknown classes, which is 14.28% higher than the same clas-
sification method without unknown detection phase and 6.00%
higher than the start-of-art open set recognition method OpenMax,
9.50% higher than open set recognition method DOC.

2 RELATED WORK
2.1 Known DGA Domain Name Detection
In order to detect DGA domain names, some methods are proposed
based on the low-level DNS traffic. They use not only domain names
but also other information such as WHOIS data, traffic frequency
and the packet contents for DGA domain name detection. The DBod
method [4] has been proposed to analyze the query behaviors of the
DNS traffic for DGA domain name detection, and the query behav-
iors are clustered from the correlation topology of the network traf-
fic. Pleiades method [5] analyzes streams of unsuccessful domain
name resolutions to identify DGA-based botnets. These methods uti-
lize low-level traffic information, which is not easy to get from the
DNS servers in most cases.

To achieve real-time detection, many domain name based DGA
detection methods have been proposed. These methods rely on the
assumption that most of the normal domain names are combined
of meaningful, readable words, while DGA domain names mostly
look like randomly generated strings. Therefore, many methods
[13, 14, 15] extract length, n-gram frequency and meaningful word
ratio as features and use machine learning methods to detect DGA
domain names. Furthermore, many deep learning models have been
proposed without the manual feature engineering. For example, the
model [6] based on LSTM method receives the better accuracy than
the n-gram features and manual features based machine learning
models. The CNN model called n-CBDC [1] can reach higher detec-
tion accuracy than other deep learning models on some DGA domain
names. However, all these methods can only detect known DGA do-
main names. If we extend these methods to unknown DGA domain
name detection, the detection accuracy will be degraded significantly.

2.2 Open Set Recognition
Compared with closed set, Open Set Recognition was usually over-
looked in the past [10]. To solve this problem, in early times, a lot
of SVM-based models were proposed by modifying SVM model’s
loss function and calculate process, such as 1-vs-Set machine [12]

and Weibull-calibrated SVM (W-SVM) [16]. They are all derived
from the One-Class SVM model [17] and the aim of this model is
to generate a hyper-plane to make sure that most of samples are in-
side this hyper-plane. During the testing phase, if one sample is out
of the hyper-plane, it will output an outlier label. However, all these
SVM-based models need feature engineering on the raw data.

For this reason, some deep network based models were proposed.
OpenMax [11] is the first open set classification model on com-
puter vision datasets. It extracts the value of the openmax layer of
deep network to fit a Weibull distribution for each class. In the test-
ing phase, it can readjust the value of the output vector of softmax
layer according to the parameters of the distribution and give a re-
distributed probability for each known or unknown class. DOC [18]
is an open set classification model on text datasets. It uses the sig-
moid activation function to replace softmax function and uses the
output of the sigmoid function to fit Gauss distribution for unknown
class detection. Based on Generative Adversarial Network (GAN),
G-OpenMax model [19] was proposed. It can generate samples of
unknown classes, but it has no significant improvement on real image
classification. In addition, by reconstructing the feature of the sam-
ples, Classification-Reconstruction learning for Open-Set Recogni-
tion (CRSOR) [20] was proposed for image recognition. It uses deep
hierarchical reconstruction net to extract hidden features from the
image data, and recognizes unknown classes with these features. In
general, these methods are applied in the computer vision and text
areas. As a result, the effectiveness of these methods on DGA do-
main name detection has not been verified in experiments. Based on
existing methods, we give a more suitable solution for DGA domain
name detection.

3 PROBLEM STATEMENT

A domain name can be seen as a string which is divided by dot (.)
into two or more parts. The right-most part is the Top-Level Domain
(TLD), and the part on the left of the TLD is the Second-Level Do-
main (SLD) and so on. Formally, an English domain name is case-
insensitive and can only be taken from the following character set
C:

C = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, a, b, c, d, e, f, g, h, i, j,
k, l,m, n, o, p, q, r, s, t, u, v, w, x, y, z,−, .}

A domain name with length n can be represented as d(n) =
(d1d2...di...dn), di ∈ C. The length of domain n cannot exceed
255. There must exist an index k, s.t. dk =′ .′. If there exist more
than one index, we select the maximum index as k. In this paper, we
define (dk+1dk+2...dn) as the TLD part and (d1d2...dk−1) as the
SLD part. E.g., the domain name example.com consists of the TLD
com and the SLD example.

Domain names can be divided into many classes according to
different classification methods. In this paper, we classify domain
names in a hierarchy structure as Figure 1. First, we divide the do-
main names into benign domain names and DGA domain names.
Then, we divide DGA domain names into two classes based on
known and unknown DGAs. For known classes of DGA domain
names, we can also split them into different sub-classes (different
DGAs). There is a class hierarchy in domain name classes, which
can be seen in Figure 1. For our domain name detection problem, the
input is a domain name string including both TLD and SLD and the
output is the class label to which the domain name belongs. Assum-
ing there are N known DGAs, we use label 0, {1, 2, 3, ..., N} and
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N + 1 to represent the benign domain name class, known classes of
DGA domain names and unknown classes of DGA domain names.
Therefore, our problem is to fit a function to correctly output the label
of the inputted domain name.

Benign Domains

Domains Known DGA Domains

DGA Domains

Unknown DGA Domains

• benign

google.com, 

amazon.com,

en.wikipedia.org

• banjori

earnestnessbiophysicalohax.com,

kwtoestnessbiophysicalohax.com,

rvcxestnessbiophysicalohax.com

• pykspa_v1

agadss.biz,

ynrvwgfqbex.org,

ssegsguiwcymao.biz

• ???

e8d1e174d60449c80a849936eff4fe9e.com,

zuzmoq.com,

urkaelt.info

Figure 1. DNS Domain Name Classification

4 OPENSMAX MODEL
4.1 Overview
The overall architecture of our proposed OpenSMax model is shown
in Figure 2 and it can be divided into two phases. The first phase
is Known Class Detection Phase and it is used to recognize known
classes of DGA domain names and benign domain names. Mean-
while, the activation values of the classification model’s softmax
layer (last layer) and openmax layer (penultimate layer, the layer
before the softmax layer [11]) are extracted for building a 2D fea-
ture space, where two dimensions represent the maximum activation
values from openmax and softmax layers. The data in this feature
space are used as the input of the second phase. The second phase
is Unknown Class Detection Phase. It consists of One-Class SVM
models and each model is built for each class based on outputs ex-
tracted from the first phase. If one input is recognized as an outlier
by the corresponding One-Class SVM model, this input should be
recognized as the DGA domain name from an unknown DGA class.
In addition, the mean activation value can be used to exclude some
wrong unknown class detection results. Only if all dimensions of the
output vector in the first phase are less than the corresponding mean
values, it will be inputted into the unknown class detection phase.

4.2 Known Class Detection Phase
In this paper, the known class detection phase is used to classify the
benign domain names and DGA domain names without recognizing
unknown DGA domain names. Jonathan Woodbridge et al. [6] points
out that people can use Long Short-Term Memory networks to detect
DGA domain names, the performance of which is much better than
Hidden Markov Model, bigram model and manual features model.
However, most of these models do not take the TLD into account
[6] or treat the TLD and SLD equally [21]. In fact, the top domain
contains an amount of information for DGA detection. Former study
[2] points out that most kinds of DGAs have their own sets of TLDs
to select. Also, the number of TLDs is very limited. According to
related survey, there are about 1,000 TLDs in Internet addresses. Be-
cause most of the TLDs are not commonly used, there are in total

336 TLDs in our dataset. In this situation, it is more suitable to use
One-hot encoding to represent the features rather than using LSTM
model. So, we propose the model which combines the One-hot en-
coding model and LSTM encoding model to extract the TLD and
SLD features.

As Figure 2 shows, we divide one domain name into two parts:
SLD and TLD. (According to our problem statement, if there ex-
ist more than two levels of domain names, we regard the third and
higher levels of domain names as a part of SLD.) For SLD, we ex-
pand it by using zero padding to the fixed length and input it into the
LSTM model to extract encoding features. For TLD, we encode it
to one-hot feature vector and input it into two Fully Connected (FC)
layers. After that, we concatenate the outputs of the TLD and SLD
features and input it into another two FC layers. Taking Figure 2 as
an example, the input domain name is google.com and it is a benign
domain name. According to the definition, the SLD is google and
the TLD is com. We use the padding character to expend the SLD
google to the fixed length (31 in our experiments) and input it into
the LSTM model to get the encoded features. Meanwhile, we encode
the TLD com into the one-hot feature vector and input it into two FC
layers. Then we concatenate the outputs of these two parts and input
it into another two FC layers. When our model has been trained, we
can find that the output in the known class detection phase is Class 0
(benign) as Figure 2.

4.3 Unknown Class Detection Phase
As shown in Figure 2, the unknown class detection phase uses the
outputs of both softmax layer and openmax layer in previous phase
as the input. The calculation process is shown in Algorithm 1. We as-
sume that there are in total N+1 known classes (including 1 benign
class and N classes of DGA domain names) and the k-th training
sample is x(k). Then, we define that the output of softmax layer
(it can also be regarded as the value of the vector-valued func-
tion) as v(x(k)) ∈ R(N+1)×1 and the output of openmax layer as
u(x(k)) ∈ R(N+1)×1. Obviously, uj(x

(k)) means the j-th elements
of the vector u(x(k)). For each training data (x(k), y(k)), if the clas-
sification model of the known class detection phase correctly predicts
it as class j, the corresponding output (u

(k)
j , v

(k)
j ) should be added

into the corresponding point set Pj . When the known process is over,
for each class j, there exists one point set:

Pj = {(u(k1)
j , v

(k1)
j ), (u

(k2)
j , v

(k2)
j ), ..., (u

(knj
)

j , v
(knj

)

j )},

where nj is the number of the samples which are correctly classified
as class j in the known class detection phase and there are totally
N+1 point sets.

One-Class SVM method [22] is implemented to fit one decision
function fj(p) for each point set Pj . The sign of the decision func-
tion shows whether the input is an outlier. When classifying one test-
ing sample x, we should get the initial class prediction j from the
output of the classification model and extract the corresponding point
(uj , vj) in advance as Figure 2. If the decision function fj(p) < 0,
p can be predicated as an outlier, this testing sample x can be predi-
cated as a sample from unknown classes of domain names. In DGA
domain name detection task, this input domain should be recognized
as an unknown class of DGA domain name and network security ex-
perts will further analyze it. In the other condition, if fj(p) ≥ 0, it
should still be predicted as a domain name from known class j.

The OpenMax model can output a probability vector v′ ∈
R(N+2)×1 to show the probability that one input belongs to a known
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Figure 2. Overall Architecture of OpenSMax Model

Algorithm 1 Generate One-Class SVM models for each known class

Input: Activation output for softmax layer v(x(i)) ∈ R(N+1)×1

and penultimate layer u(x(i)) ∈ R(N+1)×1 for each training
data i, i ∈ [1,M ], where M is number of the training samples.

Output: unknown class decision function for each class j:
fj(p), j ∈ [0, N ]

1: for each known class j = 0 to N do
2: Pj = ∅
3: end for
4: for each training sample i = 1 to M do
5: j = the prediction result of sample x(i)

6: Pj = Pj

⋃
(uj(x

(i)), vj(x
(i)))

7: end for
8: for each known class j = 0 to N do
9: Use the set Pj to build a one-class SVM decision function

fj(p) , p ∈ R2

10: end for

class (from 0 toN ) or an unknown class (N+1). Similarly, in OpenS-
Max, the decision function of the One-Class SVM can also be used
to give a probability vector. The process can be seen in Algorithm
2. The maximum activation value minus the output of the decision
function is defined as unknown activation value (Eq. 1). When the de-
cision function of the One-Class SVM takes a point as the input, the
function will output a signed distance from this point to the bound-
ary of the decision hyper-plane. Under this circumstance, the larger
the value of the distance is, the more likely the point is from an un-
known class. After that, unknown activation value is used to update
probability vector by softmax function (Eq. 2). In next section, we
can formally prove this method can manage open space risk.

4.4 Mean Value Restrictive Condition
When we use One-Class SVM model to calculate the decision
boundary, we find that not all outliers belong to unknown classes of
DGA domain names in our experiment. E.g., both uj(x) and vj(x)
are very large values, but it does not mean the domain name x be-
longs to an unknown class. On the contrary, it is most likely to be
a sample from a known class because of the high confidence value.

Algorithm 2 Calculate unknown/known class probability vector in
OpenSMax
Input: Prediction data x, Prediction class from Classification

Model j0, unknown class decision function for class j0:
fj0(uj0(x), vj0(x)) and Activation vector for penultimate layer
u(x) ∈ R(N+1)×1

Output: The probability vector v′ ∈ R(N+2)×1 of input data x
1: for each class j = 0 to N do
2: u′j = uj(x)
3: end for
4:

u′N+1 = uj0(x)− fj0(uj0(x), vj0(x)) (1)

5: for each class j = 0 to N + 1 do
6:

v′j =
eu
′
j∑N+1

i=0 eu
′
i

(2)

7: end for

Therefore, we introduce two restrictive conditions when we make a
classification decision. First, we need to calculate mean value from
each point set Pj :

(ūj , v̄j) =
1

nj
(

nj∑
i=1

u
(i)
j ,

nj∑
i=1

v
(i)
j ), nj = |Pj |

For one input data x, only when it satisfies all of the following
restrictive conditions, we can predict it as an unknown class:

• fj0( (uj0(x), vj0(x) ) < 0
• uj0(x) < ūj0

• vj0(x) < v̄j0

Otherwise, we still keep the initial prediction label. These conditions
are checked at the last step of the unknown class detection phase (just
before outputting results). We call the last two restrictive conditions
Mean Value Restrictive Conditions (MVRCs).
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5 OPENSMAX COMPACT ABATING
PROPERTY PROOF

According to the theory research in open set recognition issue, if
an open set recognition method can build a function which satisfies
the Compact Abating Property (CAP), this method can manage open
space risk [16]. In other words, models which satisfy this property are
more convincing to use in the open set recognition issue. Open space
risk is formally defined as Defination 1. It is a function to relatively
measure the probability of labeling the samples of unknown classes
(in the open space) as known classes.

Definition 1 (Open space risk) Let g be a measurable recognition
function where g(x) ∈ [0, 1], demonstrating the probability that the
sample x belongs to a known class. O represents the open set space
(excluding the known space), and So represents the full space includ-
ing open space and known space. Then Open Space Risk RO(g) can
be defined as

RO(g) =

∫
O g(x)dx∫
So
g(x)dx

The more we label the samples in open space (unknown space) as
known classes, the greater the open space risk is. Therefore, we need
to narrow the space where we tend to label the samples as known
classes. [16] points out that if a recognition function is a function
which monotonically decreases with distance between the input sam-
ple and the known class data in feature space. It has been proved that
setting a threshold for this function can limit the open space risk.
Experts define the Compact Abating Property (CAP) in definition 2.

Definition 2 (Compact Abating Property function) A(r) : R → R
is a non-negative finite square integrable continuous decreasing
function. When ∀x,∃x∗, s.t. g(x) ≤ A(‖x − x∗‖), we call g(x)
an abating function. The model with abating function can be deemed
as a CAP model.

Scheirer et al. [16] prove CAP model can largely limit the Open
Space Risk. So in this section, we will prove OpenSMax model is
also a CAP model, and hence, it is an reasonable open set recogni-
tion method. First, we need to define the feature space of input x. As
the former subsection describes, for input data x ,its feature space
is (‖u(x)‖∞ , ‖v(x)‖∞) = (uj(x), vj(x)). It can be considered
as a non-linear transformation of the origin features. Our recognition
function is g(x) = u′N+1, while u′N+1 is in Eq. 2. Also, according to
Theorem 2 in [16], One-Class SVM can yield a CAP decision func-
tion. So, we have that all the fj(uj(x), vj(x)) are CAP functions.
Now we just need to prove the g(x) is a CAP function.

Theorem 1 The decision function g(x) of OpenSMax model is a
CAP function, and thus OpenSMax is a CAP model.

Proof 1 Since fj(uj(x), vj(x)) is CAP function. According to Def-
inition 2, we have non-negative finite square integrable continuous
decreasing function A(r) : R→ R.

u′N+1 =
eu
′
N+1∑N+1

i=1 eu
′
i

=
eu
′
j0
−fj0 (uj(x),vj(x))∑N

i=1,i 6=j0
eu
′
i + e

u′j0 + e
u′j0
−fj0 (uj0

(x),vj0 (x))

=
e−fj0 (uj0

(x),vj0 (x))

∑N
i=1,i 6=j0

e
u′
i

e
u′
j0

+ 1 + e−fj0 (uj(x),vj(x))

In our 2D feature space, when ‖ x − x∗ ‖≤ r, we can have
u′j0(x) ≤ u′j0(x∗) + r. So, eu

′
j0 = eu

′
j0

(x) ≤ eu
′
j0

(x∗)+r . As a
result, we have

u′N+1 ≤
e−fj0 (uj0

(x),vj0 (x))

∑N
i=1,i 6=j0

e
u′
i

e
u′
j0

(x∗)+r
+ 1 + e−fj0 (uj(x),vj(x))

Also, we have decreasing function A0(x∗), s.t.

−fj0(uj(x), vj(x)) ≤ A0(‖ x− x∗ ‖)

.
So, we have

u′N+1 ≤
eA0(‖x−x∗‖)

∑N
i=0,i 6=j0

e
u′
i

e
u′
j0

(x∗)+r
+ 1 + eA0(‖x−x∗‖)

And we can let

A1(‖x− x∗‖) =
eA0(‖x−x∗‖)

∑N
i=0,i 6=j0

e
u′
i

e
u′
j0

(x∗)+r
+ 1 + eA0(‖x−x∗‖)

Due to the A0(r) is a non-negative finite square integrable continu-
ous decreasing function, we can easily prove the A1(r) has the same
characteristics. Then, we have ∀x, ∃x∗, s.t. g(x) = u′N+1(x) ≤
A1(‖x − x∗‖) So,it satisfies the definition of the CAP function and
the open space risk is limited.

6 EVALUATION
6.1 Dataset & Data Preprocessing
For benign domain names, we choose to use the generic benign do-
main name dataset Alexa-1M [23], which is a list of top website. For
DGA domain names, we use the DGA datasets which is collected
by DGA Detecting System of 360 Company 3. It contains 43 classes
of DGA domain names in total and these DGA domain names have
different characteristics.

We select 21 classes of DGA domain names with more than 1,000
samples as Table 1. Also, we randomly extract 4,000 samples if one
class of DGA domain names has more than 4,000 ones in order to
keep the balance between these classes. We always use label 0 to
represent the benign domain names, and use other labels to represent
DGA domain names. The maximum number label represents the un-
known classes of DGA domain names. E.g., if we use eleven classes
of DGA domain names and one class of benign domain names to
build the training set, we will use 0 to represent the benign class,
{1, 2, 3, ..., 11} to represent corresponding known classes of DGA
domain names and 12 to represent the rest (unknown classes) of
DGA domain names. The corresponding labels for classes of DGA
domain names can be found in Table 1.

6.2 Baseline Models
We compare our proposed model with two well-known open set
recognition methods - OpenMax and DOC, which are proposed for
computer vision and text classification. We do not implement G-
OpenMax and CROSR because they are not suitable for text like
unknown class detection issue.
3 http://data.netlab.360.com/dga/

24th European Conference on Artificial Intelligence - ECAI 2020
Santiago de Compostela, Spain



Table 1. Selected DGA Classes for Evaluation

No. DGA Class No. DGA class No. DGA Class

1 banjori 8 murofet 15 shifu
2 chinad 9 necurs 16 shiotob
3 cryptolocker 10 pykspa v1 17 simda
4 dyre 11 qadars 18 suppobox
5 emotet 12 ramnit 19 symmi
6 gameover 13 ranbyus 20 tinba
7 locky 14 rovnix 21 virut

OpenMax model is proposed for open set recognition in computer
vision [11]. It is a CNN-based model, and it extracts the openmax
layer as the feature space. It implements the Extreme Value Theory
(EVT) and build an EVT recognition function for each class. In our
experiment , we extract the openmax layer of known DGA domain
name detection model and we find the best result by making grid
search across the hyperparameter values including the number of top
classes to revise α and Weibull tail size.

DOC method [18] is also a CNN-based model for text classifi-
cation. It replaces the softmax layer with the sigmoid layer and this
method uses the output of the sigmoid layer to fit a Gaussian distribu-
tion for each class. It detects unknown class by using the parameters
of the corresponding Gaussian distribution and we get the best result
by adjusting hyperparameter values.

For OpenMax model, we implement it based on the published
OpenMax code4. For Doc model, we re-implement it by ourselves
with deep learning library Keras.

6.3 OpenSMax Models

To make a more comprehensive comparison with OpenMax method,
we extract different layers and elements to build different One-Class
SVM models in unknown class detection phase, which are listed in
Table 3. We use the notation OpenSMax-x-yD to name them, where
x is the number of the layers we use for outlier detection and y is the
number of the elements we extract from the activation vector of each
layer to build the One-Class SVM models.

In our experiments, we extract the maximum activation values
of the softmax layer and openmax layer to build One-Class SVM
models. According the naming rule, we call it OpenSMax-2-1D
model. Similarly, we implement a method OpenSMax-1-1D which
only extracts the maximum activation value of the openmax layer to
build One-Class SVM models. In addition, we try to extract all the
elements of activation vector. We call them OpenSMax-2-(N+1)D
model and OpenSMax-1-(N+1)D model, because these extracted ac-
tivation vectors are (N+1) dimensions.

Table 2. Classification Model results for DGA Detection

Model Acc Acc (50% unknown)

Bigram (SLD) 80.27 57.62
LSTM (SLD) 90.03 64.63

Bigram (SLD) + LSTM (SLD) 90.23 64.77
LSTM (SLD + TLD) 95.51 69.06

LSTM (SLD) + One-hot (TLD) 96.73 69.34

4 https://github.com/abhijitbendale/OSDN

6.4 Known Class Detection Phase Evaluation

In known class detection phase evaluation, we test different models
for DGA domain name detection, including Bigram [24, 3], LSTM
[6] with SLD. Then, we test the performance of the model which
combines Bigram features and LSTM features with SLD for refer-
ence. In addition, we test the LSTM model by inputting the whole
domain (SLD+TLD). In ordinary dataset, both the training set and
the testing set contains all 21 classes of DGA domain names and
1 benign domain class. Also, as introduced in the section before,
we randomly select 11 DGA classes as unknown classes and these
classes only appear in the testing set as 50% unknown classes. The
evaluation results are shown in Table 2.

From experiment results, our model using one-hot encoding to
represent TLD achieves the highest accuracy 96.73% among these
models. Also, we can find that the accuracy of our model is 1.22%
higher than using LSTM model directly. The experiment results in-
dicate that Top-Level Domain can provide valuable information for
DGA detection and it can help us significantly increase detection ac-
curacy.

6.5 Unknown Class Detection Phase Evaluation

According to experimental methods from most papers [18, 20], we
use 25%, 50%, 75% of DGA classes as known classes of DGA do-
main names in the training set. For data balance, we randomly select
3,000 domain names from unknown classes of DGA domain names.

If the class of DGA domain name does not appear in the training
set, we label it as ‘unknown’. Otherwise, we label it as its initial
class. Therefore, we view it as a normal multi-classification task and
the number of classes is N+1. In addition, it should be noted that the
label ‘N+1’ does not appear in the training set.

For the experiment results, we use both accuracy and Macro F1-
Score as evaluation metrics. Accuracy means the ratio between the
number of the samples which are classified correctly and the number
of the total samples in the testing set. To calculate Macro F1-Score,
firstly we need to calculate F1-Score (the Harmonic average of pre-
cision and recall) for each class separately. Macro F1-Score is the
arithmetic mean value of F1 Score of each class [25]. Macro F1-
Score considers each class’s recognition result equally. As a result, it
is widely used in the evaluation of open set recognition.

For each OpenSMax model, we find the best accuracy and Macro
F1-Score by adjusting their hyperparameters. Experiment results af-
ter grid search of hyperparameters can be seen in Table 4. The effect
of OpenSMax model can be seen in the confusion matrix as Fig-
ure 3. In Figure 3(a), we can see that without the unknown detec-
tor, we must classify an input into a known class, and consequently
make many mistakes for domain names from unknown DGA classes.
31.3% of domain names of unknown DGA classes are recognized
as benign domain (label 0). When we add our unknown detection
method (OpenSMax), we can find that 72.2% of unknown DGA do-
main names can be classified correctly in Figure 3(b).

In these results, we can find that our OpenSMax-2-1D and
OpenSMax-2-1D+MVRC model achieves the highest accuracy
83.46% and 83.62% in 50% unknown class dataset, which performs
better than DOC and OpenMax models. The reason is that Open-
Max method uses the full vector of the openmax layer as the feature
space, but most of values in the vector are small and become noise
in unknown class detection. DOC only uses the maximum value last
sigmoid layer to fix Gauss distribution, but does not take the relation
between other values and maximum value into account. In our exper-
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Table 3. OpenSMax Related Models. The second and third column are layers and elements we extract to build the outlier detection model. The fourth column
is mathematical notation for extracted data.

Model Name Layer(s) Max/All layer element(s) Mathematics Symbol of Input

OpenSMax-1-1D openmax Max uj(x)
OpenSMax-1-(N+1)D openmax All u(x)
OpenSMax-2-(N+1)D openmax+softmax All (u(x),v(x))

OpenSMax-2-1D openmax+softmax Max (uj(x), vj(x))
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Figure 3. Effect of Proposed Method (OpenSMax-2-1D) in Confusion Matrix. The maximum label 12 represents the unknown DGA class. The minimum
label 0 represents the benign domain class. The classes which labels 1 to 11 represent are shown in Table 1.

iment, we use both the maximum value of the openmax layer and the
softmax layer to achieve the best results.

When introducing the mean value restrictive conditions, we only
consider the value lower than the mean value for one class. So, we
can prevent to classify the sample with high confidence into unknown
class. From the results, we can find that this improving method pre-
forms better in conditions where more classes of DGA domain names
are known because the confidence accuracy is more accurate when
the model gets more information from different classes.

Also, in our OpenSMax related models, our method OpenSMax-
2-1D performs better than other OpenSMax models, which is 1.48%
higher than the second place OpenSMax-1-1D. From the comparison
of OpenSMax-1-1D and OpenSMax-2-1D, we can find that the soft-
max layer can provide the model with useful information. From the
comparison of OpenSMax-2-1D and OpenSMax-2-(N+1)D, we can
find that other elements in layer vectors can provide little information
and can become noise in outlier detection.

6.6 Hyperparameter Setting

The hyperparameter of OpenMax includes the tail size for EVT cali-
bration and α, the number of top classes to revision. Tail size largely
depends on the number of the samples from each class. Also, α de-
pends on the number of total classes. Given that our dataset is rather
different from the dataset ILSVRC used in the origin paper, we use
grid search to find the best hyperparameter values rather than the
value used in paper. Refering to our dataset, the range of the tail size
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Figure 4. Hyperparameter Search for OpenSMax Related Models

is set to [50, 500), step=50 and α is set to [4,8), step=1. In total 9×4
=36 results, the best accuracy 77.62% appears in (200,6) and the best
Macro F1-Score 78.85% appears in (100,6).

The main hyperparameter of DOC is the weight α which means if
the value of one sample is α times of standard deviations away from
the mean value, it is considered as an outlier. We set α to [10,100],
step=10, and find the best result. We get the highest accuracy 74.12%
at α=20 and the highest Macro F1-Score 70.20% at α=90.

For OpenSMax related models, the main hyperparameter is nu,
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Table 4. Accuracy and Macro-F1 Score for different methods

Method 25% 50% 75%

Acc Macro F1 Acc Macro F1 Acc Macro F1

DOC[18] 62.08 55.19 74.12 70.20 72.56 77.16
OpenMax[11] 84.39 81.06 77.62 78.85 75.35 81.05

OpenSMax-1-(N+1)D 82.59 78.48 77.67 75.56 75.37 81.19
OpenSMax-2-(N+1)D 82.59 78.48 75.59 77.69 75.36 81.18

OpenSMax-1-1D 84.73 81.34 81.78 81.90 80.36 84.50
OpenSMax-2-1D 85.29 82.65 83.46 83.24 80.67 85.04

OpenSMax-2-1D+MVRC 85.12 82.31 83.62 83.23 80.78 85.10

and it can control the size of decision boundary. It is an upper bound
on the fraction of training errors and a lower bound of the fraction of
support vectors. The larger the nu is, the smaller the known decision
space is, which means we are more likely to recognize a sample as
an unknown class. Figure 4 shows the process of adjusting nu to find
the best accuracy result with 50% unknown classes. When nu=0.010,
our proposed method can reach the highest accuracy.

7 CONCLUSION
This paper proposes the OpenSMax method for DGA domain name
detection which can be used in the open domain name dataset. Not
only can it detect known classes of DGA domain names, but also
it can also discover unknown classes of DGA domain names. We
have proved this method has limited open space risk. Our OpenSMax
method performs better than the start-of-art open set methods which
have been used in computer vision and text classification. Also, we
propose a possible improving method for avoiding samples with high
confidence being classified as the unknown class. In the future, we
will use more real datasets in cyberspace to verify our method.
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