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Abstract. Deep neural network models have achieved promising
results on targeted aspect-based sentiment analysis. However, pre-
vious models did not effectively match long-distance fine-grained
sentiment polarity with the associated target and aspects, and the in-
terdependence among the specific target, corresponding aspects, and
the context is always ignored. This work proposes a novel recurren-
t entity memory network that employs word-level information and
sentence-level hidden memory to entity state tracking. In addition,
the entity state is utilized to fine-tune the target embedding and as-
pect embedding. The experimental results showed that the proposed
model outperformed previous models.

1 Introduction
Targeted aspect-based sentiment analysis (TABSA) [19] is an im-
portant task in natural language processing. Different from tradition-
al coarse-grained sentiment analysis, TABSA identifies fine-grained
opinion polarity towards a specific aspect associated with a given
target. One example is shown in Figure 1. The sentiment polarity
is ”Positive” towards the aspect ”SAFETY” and the target ”loca-
tion1”, ”Negative” towards the aspect ”PRICE” and the target ”lo-
cation1” and ”Negative” polarity towards the aspect ”TRANSIT-
LOCATION” and the target ”location2”.

Many different models, designed for (T)ABSA, have been pro-
posed and have achieved promising results. The traditional meth-
ods [24, 9] rely heavily on feature engineering and the results are
not satisfactory. Recently, with the development of deep learning,
an increasing number of researchers have tried to apply differen-
t deep learning models [2, 31, 15, 25, 13, 10] to (T)ABSA. One study
[22] used long-short term memory (LSTM) to automatically learn the
aspect-specific word and sentence representations, and an attention-
based sentiment LSTM [14] was proposed to tackle the challenges of
both aspect-based sentiment analysis and targeted sentiment analysis
by incorporating external knowledge. More recently, the researcher-
s applied memory network [27] and its variants [23, 2] of it to the
(T)ABSA task. In particular, the recurrent entity networks [5] mod-
el was improved on [12] and a delayed memory update mechanism
was proposed that can decouple the duty of capturing transitions of
activations between steps from the task of the entity state tracking
and monitor the activation of the update gate. Their model used fine-
grained word levels as input (i.e., unlike the coarse-grained sentence-
level input that the original recurrent entity networks applied to read-
ing comprehension tasks, where the input is word after word in the
TABSA task), and mainly used word-level information to track en-

1 Hunan University, China, email: zhihaoye.chn@qq.com
2 Hunan University, China, email: zhiyong.li@hnu.edu.cn
∗ Corresponding author.

tity states. Their model successfully adapts to the TABSA task and
achieves a state-of-the-art effect on the sentihood [19] dataset.

location1 is your best bet for secure although 
expensive and location2 is too far

Target

location1

location1 

location2 

Aspect Sentiment

SAFETY Positive

PRICE Negative

TRANSIT Negative

Figure 1. Example of TABSA task. Opinions on the aspects SAFETY and
PRICE are expressed for entity ”location1” but not entity ”location2”

However, the model [12] still has some disadvantages. At each
recurrent step, information exchange is conducted between consec-
utive words in the sentence and the entity state is tracked only by
word-level information, which leads to a relatively weaker power in
capturing long-range dependencies in a TABSA task. Moreover, the
models do not consider sentence-level hidden memory, which can
help to track the entity state. Finally, many prior works typically u-
tilize context-independent or randomly initialized vectors to repre-
sent targets and aspects, which loses the semantic information and
ignores the interdependence among a specific target, corresponding
aspects, and the context. As shown in the example in Figure 1, the
opinion ”Positive” forward the aspect ”SAFETY” is expressed for
the target ”location1” will be change if ”location1” and ”location2”
are exchanged. In other words, the opinions of the given sentence are
generally composed of words highly correlative to the targets and
aspects as the targets and aspects themselves have no expression of
sentiment.

After observing TABSA’s task-based data, it can be seen that many
sentences are long, and the corresponding sentiment polarity of a cer-
tain target or aspect can only be reflected by a long distance. For
example, in Figure 1, the sentence starts with ”location1”, but the
negative ”PRICE” sentiment towards the entity is not expressed until
much later. Meanwhile, due to the large number of conjunctions in
the sentences, how to track entity state and use target and aspect rep-
resentations to match the corresponding entity state are the main is-
sues when applying recurrent entity networks to TABSA task. In this
work, we propose a novel model architecture for TABSA. Specif-
ically, the proposed model is a recurrent entity network based im-
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provement and application on TABSA task. First, inspired by a prior
model [30], we modify it with sentence-level hidden memory, which
can represent the sentence-level semantic information of relevant en-
tity at each time step. Then, the target embedding and aspect em-
bedding of the proposed model are fine-tuned through the attention
mechanism and all entity states, because we hold the opinion that the
representations of target and aspect should take full account of con-
text information rather than use context-independent representation.
Finally, the corresponding states matched by target and aspect are
input into a softmax classifier.

The main contributions of this work can be summarized as fol-
lows.

(1) We propose a novel variant of recurrent entity networks. In our
experiments, the effect of our model for TABSA task have greatly
improved compared with previous models.

(2) For the first time, recurrent entity networks with sentence-level
hidden memory were modified, which can improve the ability of en-
tity state tracking and more effectively solve the issue of long-range
dependence when applying recurrent entity networks for TABSA
tasks.

(3) For the first time, the proposed model utilize entity states to
fine-tune the target embedding and aspect embedding. The repre-
sentation of target and aspect are generated from highly correlative
context rather than using context-independent or randomly initialized
embedding.

2 Related Work

Recently, deep learning [22, 14, 29, 26, 28] have achieved great suc-
cess in (T)ABSA and other natural language processing tasks, and
the proposed model is also a deep learning model. Moreover, the pro-
posed model is a variant of a recurrent entity network (EntNet) that
was proposed [5] for reasoning-focused machine reading compre-
hension tasks. However, recurrent entity networks cannot be directly
used for TABSA tasks because the original recurrent entity networks
are mainly used for reason-focused machine reading comprehension
tasks, which input coarse-grained sentences. To adapt recurrent entity
networks to the TABSA task, a variant of a recurrent entity network-
s with delayed memory update [12] was proposed and achieved a
good effect on TABSA task. However, their model still does not have
effective entity state tracking, loses the semantic information, and ig-
nores the interdependence among the specific target, corresponding
aspects, and the context.

Inspired by message passing over graphs [16, 20], this paper pro-
poses adding sentence-level hidden memory to the recurrent entity
network to carry out entity state tracking more effectively. In addi-
tion, it is like the sentence-state in LSTM proposed in a prior model
[30], which also effectively utilizes the sentence-level state; howev-
er, unlike their model, which is an alternative LSTM structure for
encoding text consisting of a parallel state for each word, we treat
the sentence-level state as part of the entity update state in the recur-
rent entity network.

Furthermore, many works [14, 17] have utilized context indepen-
dent or randomly initialized vectors to represent the targets and as-
pects, which loses the semantic information and ignores the inter-
dependence among a specific target, corresponding aspects, and the
context. Context-aware embedding has been proposed for targeted
aspect-based sentiment analysis [11]. Our fine-tuning module is like
this method, but differs in that our model fine-tunes the target em-
bedding and aspect embedding with all the entity states, and it can
conduct end-to-end training of the fine-tuning module and sentiment

analysis classification module.

3 Methodology

3.1 Framework Overview

The task is framed as a 3-class classification problem. Specifically,
given a sentence s, a preidentified set of target entities T and fixed set
of aspectsA, our model will predict the related sentiment polarity. In
TABSA task, a sentence s typically consists of a sequence of words:
w1, ..., wi, ..., wn where wi denotes words interleaved with one or
more targets (t) and aspects (a). A specific example can be seen in
Figure 1.

We design a neural framework which is capable of tracking and
updating the states of entities at the right time with external memory.
Specifically, our model maintains a number of memory chains hj ,
each entity has the key kj and the states (hj) are dynamically up-
dated with word-level information and sentence-level hidden memo-
ry q. Finally, the fine-tuned target embedding and aspect embedding
are applied to obtain the most consistent state through the memory
mechanism, and the final sentiment polarity is classified with a soft-
max layer.

An overview of the framework is illustrated in Figure 2. A diagram
of the recurrent entity networks dynamic memory is shown on the
left side of Figure 2, where k is the key of the entity, h is the entity
state, and wi is the i-th word in the text. f(θ) represents a single
memory chain, where θ is the set of trainable parameters. A more
detailed illustration of f(θ) is shown in Figure 3. The bottom right of
Figure 2 shows that all the times-step entity states are applied to fine-
tune the target embedding and aspect embedding to obtain a context-
dependent representation. The upper right side of Figure 2 represents
all the entity states and aspects of the last layer, and the target is input
into the final classifiers to obtain the corresponding emotion polarity
y.

3.2 Dynamic Memory

To better capture and track the entity state, the word-level informa-
tion and sentence-level hidden memory are used. In addition, each
memory chain is updated and controlled is controlled by a gat-
ing mechanism, consisting of three component: the ”content” term
wih

j
i−1 opening for memory chains whose keys match the input; the

”location” term wik
j , which triggers the activation when the content

of the entities matches the input and the ”delay” term vdji , which
causes the gate to open for memory slots whose content matches the
input. Specifically, the update gate is calculated as follows:

gji = σ(wih
j
i−1 + wik

j + V dji ) (1)

where gji is the update gate value for the j − th memory at time i,
kj is the embedding for the j-th entity (key), hj

i−1 is the state of the
j-th entity (content) at time step i−1, and σ is the sigmoid activation
function.

h̃j
i = φ(Uhj

i−1 + V wj +Wst + Sqt) (2)

dji = GRU(h̃j
i , d

j
i−1) (3)

where h̃j
i is the new candidate value of the memory to be com-

bined with the existing memory hj−1. U , V and W are trainable
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Figure 2. The overview of our framework. (see section 3.1 for more explanations)

weight matrices. qt is a sentence state that matches the current mem-
ory value, for the qt specific calculations that can be seen in Sec-
tion 3.3. Like prior work [12], the delay term models decide how and
when the gate turns on in the past with a gated recurrent unit(GRU)
[4] and how past activations should influence the current one.

hj
i = hj

i−1 + gji � h̃
j
i (4)

hj
i =

hj
i

||hj
i ||

(5)

where ||hj
i || denotes the Euclidean norm of hj

i . The final normal-
ization step allows the model to forget previous information.Because
all the information stored in hj

i is constrained to be of unit length,
when new information h̃j

i is added to the existing memory hj
i−1, the

cosine distance between the original and updated memory decreases,
which allows the model to forget information deemed to be out-of-
date.

3.3 Sentence-Level Hidden Memory
If only the word-level information is used to update the entity state
and sequential information flow in a previous model, it would lead
to relatively weaker power in capturing long-range dependencies in
TABSA task and the final entity state may not match the specific
target or aspect. To make the model more effective for long sen-
tences and employ sentence-level information which can compensate
for the loss of entity state information due to sequential information
flow over long distances, this paper proposes a novel mechanism that
can employ sentence-level hidden memory to help track the entity
state. The main idea is to model the hidden memory of sentence that

matches the current time step entity state. Specifically, the value of
qt is computed based on all the words i ∈ [0..n+ 1].

w̄ = avg(w0, w1...wi...wn) (6)

where w0, w1...wi...wn is the word of text. All the word embed-
dings are averaged to obtain the new sentence embedding represen-
tation w̄.

f̂t = σ(W1ht−1 + U1w̄ + b1) (7)

f0, f1...fi...fn = σ(W2ht−1 + U2w0 + b2)...

σ(W2ht−1 + U2wi + b2)...σ(W2ht−1 + U2wn + b2) (8)

ḟ0, ḟ1..., ḟi..ḟn = softmax(f0, f1...fi...fn) (9)

Here f0, f1...fi...fn are the gates controlling information from
w0, w1...wi...wn respectively. After normalization, ḟ0, ḟ1..., ḟi..ḟn
is obtained with the softmax function. f̂t is an forget gate at time step
t, which can effectively ignore information that is inconsistent with
the sentence information. W1,W2, U1, U2, b1 and b2 are the model
parameters.

qt = f̂t � ht−1 +
∑
i=1

ḟi � wi (10)

Finally, the sentence-level hidden memory is obtained after adding
the weighted sum of each word and the entity state of the previous
time step.
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3.4 Fine-Tuning the Target Embedding and Aspect
Embedding

Previous works usually utilize context independent or randomly ini-
tialized vectors to represent targets and aspects, which loses the se-
mantic information and ignores the interdependence among the spe-
cific target, corresponding aspects and the context.

In order to address this issue, in our work, we use an attention
mechanism[3] and all the entity states to fine-tune the target embed-
ding and aspect embedding and generate the context-aware represen-
tation of the target and aspect.

For aspect embedding, the main idea is that we reconstruct the
target embedding of a given sentence according to the highly cor-
related entity memory hj

i . hj
i represents the j-th entity state of at

i-th time step, and the attention mechanism can be used to match the
context memory information of the target. Then, the original target
embedding or aspect embedding can be added to obtain the context-
dependent representation. Specifically, for the target embedding t,
we have:

tatt =

m∑
j=0

n∑
i=0

αijh
j
i (11)

where αj is the similarity of target embedding t and each state of
entity j, and m is the total number of entities. αij is computed as
follows:

αij = softmax(thj
i ) (12)

t′ = t+ tatt (13)

where t′ is the fine-tuned target embedding. For aspect embedding,
the calculation process is similar to fine-tuning the target embedding:

aatt =

m∑
j=0

n∑
i=0

αijh
j
i (14)

αij = softmax(ahj
i ) (15)

a′ = a+ aatt (16)

where a′ is the fine-tuned aspect embedding.

3.5 Final classifier

After aspect embedding and target embedding had been fine-tuned,
frisr, the similarity of each key and aspect with target are calculat-
ed. Specifically, when detecting aspects, only the target embedding
do similarity calculation, and when identifying sentiments for target-
aspect pair, both the target embedding and aspect embedding do sim-
ilarity calculation. In addition, in the case of multi-word aspect ex-
pressions (e.g. TRANSIT-LOCATION), we take the mean of the em-
beddings of the constituent words.

pj = softmax
(

(kj)TWatt

[
a′

t′

])
(17)

u =
∑
j

pjhj
n (18)

where [ ] denotes concatenation, n is sentence length, and Watt is
a trainable weight matrix. After similarity calculation and weighted
sum matching, classify softmax function is used for classification.
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Table 1. The result of automatic comparisons of accuracy (Acc.), average F1 (Avg F1) and AUC on test data.

Models Aspect Sentiment
Acc. Avg F1 AUC Avg F1 AUC

LR — 39.3 92.4 87.5 90.5
LSTM-Final — 68.9 89.8 82.0 85.4

LSTM-Loc — 69.3 89.7 81.9 83.9
LSTM+TA+SA 66.4 76.7 — 86.8 —

EntNet 66.3 69.8 89.5 87.6 89.7
SenticLSTM 67.4 78.2 — 89.3 —

Delayed EntNet 73.5 78.5 94.4 91.0 94.8
Our model† 74.6 79.5 95.4 91.7 95.2
Our model‡ 75.7 80.4 96.0 92.5 95.9

y′ = softmax(Rφ(Hu+ a)) (19)

Training is carried out based on cross entropy loss:

L = CrossEntropy(y, y′) (20)

4 Experiment

4.1 Dataset

To evaluate the capability of the proposed model, the sentihood
dataset [19], which is commonly used in the TABSA task, was taken
as the training and testing data. The sentihood dataset included 5,215
sentences, where 1,353 of the sentences contained multiple targets
and the remaining data contained only one target. In our experiment,
this data was used to conduct two experiments, respectively detect-
ing an aspect through giving a sentence and target and identifying
the specific sentiment polarity with the sentence and the target-aspect
pair.

4.2 Comparison Methods and Evaluation

To evaluate the capability of the proposed model, the evaluation met-
rics macro-average F1 and AUC were adopted for aspect detection,
and the evaluation metrics accuracy and macro-average AUC were
taken for sentiment classification.

We compared the proposed method with the baseline systems pre-
sented in prior works [19, 24]. The proposed model and the compared
models are described in detail below.

LR: Logistic regression classifier [7] is a classical classification
model of machine learning. In the experiment, the n-gram represen-
tation of the sentence and the POS tag features were input into the
model.

LSTM-based model: LSTM [6] is a commonly used deep learn-
ing comparison model. Two different LSTM were used in the com-
parative experiments: LSTM-Final which is a biLSTM takes the final
states as representations; LSTM-Loc, which is a biLSTM that takes
the states at the location where the target is mentioned as representa-
tions.

LSTM+TA+SA: A biLSTM equipped with complex target and
sentence-level attention mechanisms.

SenticLSTM: SenticLSTM is an improved version of LST-
M+TA+SA that incorporates the SenticNet external knowledge base
[1].

EntNet: EntNet is a recurrent entity network [12], and the pro-
posed model is an improvement on this model, making it more suit-
able for a TABSA task.

Delayed EntNet: Delayed EntNet is a variant of the recurrent en-
tity network previously proposed [12], and it is the main comparison
model.

Our model†: In this experimental model, to test whether sentence-
level hidden memory can help entity state tracking and improve the
classification ability, sentence-level hidden memory was added based
on the original EntNet model and context independent vectors to rep-
resent targets and aspects were used.

Our model‡: In this experimental model, based on the original
EntNet model, we added sentence-level hidden memory and fine-
tune the target embedding and aspect embedding to obtain context
dependent embedding and aspect representation.

4.3 Experimental Setup

In the experiment, glove [18] was used as the pre-trained word em-
bedding and the dimension is set to 300. For the model, all the hyper-
parameters for the weight matrices were set to be 300 dimensions.
For the GRU in Equation (3), the hidden size was set to 300.

For model training and optimization, an adam optimizer [8] was
adopted, and the learning rate was set to 0.01. A dropout [21] to the
output was applied in the final classifier and input at every step with
a rate of 0.2 to avoid overfitting. The model iterated 1,500 epochs in
total.

Following prior work [12], the number of memory chains was em-
pirically set to 6, with the keys of two of them set to the same em-
beddings as the target words, and the other four chains with free key
embeddings that were updated during training; therefore, they were
free to capture any entities.

4.4 Experimental Results

The experimental results of the proposed model on the sentihood
dataset are shown in Table 1. The following conclusions can be made
based on an analysis of the experimental results:

The proposed model has a stronger ability of fine-grained sen-
timent classification than previous models.

As shown in Table 1, the proposed model achieved the best results
on both aspect detection and sentiment classification tasks. In par-
ticular, compared with the original EntNet and EntNet with delayed
memory update, due to the inclusion of sentence level hidden mem-
ory and fine-tuning the target embedding and aspect embedding, the
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proposed model improved the accuracy by nearly 0.02 in the aspect
detection and sentiment classification tasks.

Sentence-level hidden memory helps enhance the effect.
A comparison of our model† and Delayed EntNet in Table 1 shows

that the proposed model had an enhanced effect. This experimental
result also proves that the proposed model is effective when adding
sentence level hidden memory, which can help entity state tracking.

The proposed model can effectively adapt fine-tuning the tar-
get embedding and aspect embedding. As can be seen from the
comparison of our model‡ and our model† in Table 1, after fine-
tuning the target embedding and aspect embedding, the effect on
the dataset sentihood was improved. This proves that the proposed
model can better match the sentiment polarity or aspect after target
embedding and aspect embedding.

5 Conclusion and Future Work

This work proposes a novel model architecture for TABSA and the
experimental results of the model show that it is a great improvemen-
t over the previous methods. Specifically, recurrent entity networks
are modified with sentence level hidden memory, which can more ef-
fectively solve the issue of long-range dependence and improve the
ability of entity state tracking. Moreover, entity states are utilized to
fine-tune the target embedding and aspect embedding, effectively u-
tilizing the semantic information of the target and aspect. However,
we also found that our model consumes more memory and training
time. In future work, we will explore how to simplify the model while
achieving the same effect. From the perspective of information flow,
the proposed model still passes information from one end of the sen-
tence to the other; as a result, the number of time steps scales with
the size of the input. In future work, we will explore how to reduce
the number of time steps and achieve a better experimental result.
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