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Abstract.
Deep learning techniques are the current state-of-the-art in image

classification techniques, but they have the drawback of requiring
a large number of labelled training images. In this context, Visual
Dictionaries (Codebooks or Bag of Visual Words - BoVW) are a
very interesting alternative to Deep Learning models whenever we
have a low number of labelled training images. However, the meth-
ods usually extract interest points from each image independently,
which then leads to unrelated interest points among the classes and
they build one visual dictionary in an unsupervised fashion. In this
work, we present: 1) the use of class-specific superpixel segmenta-
tion to define interest points that are common for each class, 2) the
use of Convolutional Neural Networks (CNNs) with random weights
to cope with the absence of labeled data and extract more representa-
tive local features, and 3) the construction of specialized visual dic-
tionaries for each class. We conduct experiments to show that our
method can outperform a CNN trained from a small set of labelled
images and can be equivalent to a CNN with pre-trained features.
Also, we show that our method is better than other traditional BoVW
approaches.

1 INTRODUCTION

Convolutional Neural Networks (CNNs) have shown that are able
to obtain state-of-the-art results in most image classification prob-
lems [14, 13, 32, 28], but it is well-known that they have the draw-
back of requiring very large amounts of annotated data to be trained
properly (either from scratch or using transfer learning processes).
In some domains, like biological or medical sciences, it is difficult
to obtain large amounts of annotated data from qualified special-
ists, given that manual data annotation is an error-prone and time-
consuming task [31].

In this sense, the use of techniques that can work well with small
amounts of annotated data becomes very attractive, as is the case
of techniques based on Visual Dictionaries (Bag of Visual Words -
BoVW, or Codebooks [29]). These techniques were the most accu-
rate for image classification before the development of modern deep
learning techniques [22, 26]. We revisit BoVW and propose in this
paper a new BoVW approach that extracts deep features and orga-
nize them as local features using BoVW, avoiding the necessity of
optimizing millions of parameters as CNNs tipically do (by back-
propagation).

BoVW detects a set of interest points from the images and after
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representing them by local feature vectors (using some image charac-
terization technique), a visual dictionary is built to represent groups
of similar local vectors (i.e., using a clustering process), obtaining the
visual words. They can then represent the images by their histograms
of visual words. After characterization, a supervised classifier can be
trained using the final feature vectors. This process traditionally does
not take into account the classes of the images and, at the end, a
single dictionary is used to represent the entire dataset. We believe,
however, that the use of a small set of pre-annotated images can con-
siderably improve the results.

The method presented in this paper extends the work developed
in [2]. As such, it exploits the category information that is available
by detecting the interest points for a given class using a superpixel
coordinate space that is created after performing a stacked superpixel
segmentation with all the images that belong to that class. This tech-
nique represents the features from all the images of a given class
as a graph (after image alignment) and obtains the superpixels as
optimum-path trees inside that graph. The superpixels found for a
given class are a more suitable reference space for interest point de-
tection for that class since the superpixels are essentially regions with
similar features in the images (like color and texture) which also ad-
here to the objects’ boundaries. Finally, once the interest points are
defined for all the classes, one visual dictionary is defined for every
class. The clustering technique that we use automatically obtains the
number of groups from the data itself.

The main contribution of this work regards to the use of deep con-
volutional features to improve the quality of the local feature vectors
that are extracted from the detected interest points. This then leads to
the construction of more representative class-specific visual dictio-
naries which create codebook representations that are able to com-
pete with deep neural networks on a scenario where there is a very
limited set of labelled training images. We show that the proposed
BoVW approach can be trained with hundreds of images and still
obtain results that are both comparable to deep networks that were
pre-trained with millions of samples from a different domain (the
ImageNet dataset), and much better than deep networks trained from
scratch with the same (small) labelled dataset.

The remaining of this paper is organized as follows. Section 2
presents the main concepts related to codebook learning, Section 3
reviews the related works and Section 4 presents the proposed
method. Finally, Section 5 presents and discusses the experiments
and Section 6 presents the conclusions.

2 VISUAL CODEBOOK REPRESENTATION

A codebook or visual dictionary D is a set of visual words that are
used to represent the set of n images I = {I1, · · · , In} as a set of
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feature vectors. This set of feature vectors are extracted following the
BoVW pipeline.

During the interest points detection phase we need to detect the
set of m interest points Ψi = {pi,1, · · · , pi,m} that better represent
a given image Ii.

Then, during the local features extraction phase we compute for
each image Ii a set of m local feature vectors Li = {li,1, · · · , li,m}
that represent the set Ψi of interest points that were previously de-
tected.

Most of the methods in the literature [29, 9, 27, 11, 26, 22] use the
Scale-Invariant Feature Transform (SIFT) [16] or the Speeded-Up
Robust Features (SURF) [1] to detect and characterize the interest
points, but, simpler approaches like random or grid sampling can
also be used.

The visual dictionary construction phase consists in the defi-
nition of the g visual words D = {W1, · · · ,Wg} that are ex-
tracted from the set of local feature vectors from all the images
L = {L1, · · · ,Ln}.

The most common method used to construct the visual dictionary
is k-means or some variant of it [29, 9, 5, 27, 11, 26], but this method
requires to know the number of clusters a-priori. Thus, it is inter-
esting to study other clustering techniques that can find the natural
number of clusters from the data.

During the global feature vectors encoding phase the set of n
feature vectors F = {F1, · · · ,Fn} is built. A given vector Fi
represents the image Ii and it is composed by a set of features
{fi,1, · · · , fi,g} that are defined using the set of visual words D by
assigning the local feature vectors Li to their closest visual words.

Traditionally, the most used approach was hard assignment [29],
i.e., consider only the closest visual word to every sample. However,
the more successful works [26, 22] use soft assignment, i.e., consider
the k closest visual words to every sample. The latter seems to be the
most promising approach and is the one that we are using for this
work.

Finally, the set of feature vectors F is used to train a mathematical
model, i.e., a classifier that is able to separate the feature space into
regions that correspond to the classes present in the problem. Since
BoVW produces a large feature space, the most appropriate approach
is to use a linear classifier like Support Vector Machines (SVM) [4]
and it is the one used for this work.

3 RELATED WORKS

Fei-Fei and Perona [7] and Nowak et al. [20] showed that using sim-
ple approaches like random sampling can obtain results similar to
SIFT or SURF in a fraction of the time. Moreover, similar to what we
propose here, Tian and Wang [33] and Haas et al. [11] used superpix-
els to detect more robust interest points. However, those works com-
pute the superpixels using the color features of each image, which is
a different approach to ours in the sense that we are defining interest
points that are common to all the images in a given class.

De Souza et al. [6] and Silva et al. [27] used simple descriptors
like the Border/Interior Pixel Classification (BIC) [30] to obtain good
results in less time than SURF approaches. BIC creates separated
histograms for the homogeneous regions and the edges in the image,
combining color and texture representations.

Recent works have shown that it is possible to mix BoVW and
deep networks to improve the characterization of the interest points.
Minaee et al. [18] used an adversarial autoencoder network to char-
acterize the patches extracted from each image, outperforming some
traditional methods. Gong et al. [9] proposed the use of features ex-

tracted with a CNN together with the features of a BoVW model and
showed that their proposal slightly outperforms other deep learning
architectures. Goh et al. [8] proposed a hybrid framework that com-
bines a BoVW model with a hierarchical deep network using the
BoVW as part of the fine-tuning process of the network. In our work
we use deep features in a different way since we do not perform the
back-propagation process of the neural neural network, we extract
the deep features and encode them with a BoVW model.

Most of the methods in the literature use k-means or some vari-
ant of it to build the visual dictionary. Nister and Stewenius [19]
proposed to use hierarchical k-means clustering (HKM) to quantize
the feature vectors and Philbin et al. [23] proposed to use approxi-
mate k-means clustering (AKM), obtaining better results than HKM.
Mikulik et al. [17] proposed an hybrid method that uses approximate
hierarchical k-means clustering (AHKM) which outperformed both.

Nevertheless, k-means approaches need to know the number of
clusters a-priori. De Souza et al. [6] have successfully used cluster-
ing by Optimum-Path Forest (OPF) [25] to build visual dictionaries,
which does not require to know the number of clusters. However,
their methodology builds a single dictionary to represent all the im-
ages, in contrast to ours which builds class-specific dictionaries.

As a matter of fact, most approaches in the literature, the tradi-
tional [29] and the most recent ones [18, 9, 5, 27, 6, 33, 11] de-
fine a single visual dictionary for the entire dataset. On the other
hand, Zeng et al. [35] proposed a BoVW representation for visual
tracking using one model for the object and another model for the
background, which are both learned with a discriminative score us-
ing Bayesian inference. Also, Liu and Caselles [15] proposed the use
of the label information as part of the feature vector and the cost
function of the k-means algorithm to define specific visual words per
class. One drawback of this approach, however, is the necessity of
the number of clusters a-priori.

The most popular approach for feature vector encoding is soft
assignment. Philbin et al. [24] showed that using multiple assign-
ment improves the results obtained with a hard assignment approach
proposed previously by themselves [23]. Jegou et al. [12] proposed
a query-oriented multiple assignment approach that dynamically
changes the number of chosen clusters. Mikulik et al. [17] also pro-
posed a multiple assignment approach but using probabilistic rela-
tionships to choose the clusters. Cortes et al. [5] developed a new
encoding strategy for BoVW to improve human action recognition
in videos; they discriminate the non-informative visual words by an-
alyzing the covering region of each word. Olaode and Naghdy [21]
included spatial information of the visual words by detecting re-
occurring patterns, thus generating what they called visual sentences
to improve the performance of BoVW.

Silva et al. [27] proposed a framework to model BoVW as graphs,
called Bag of Graphs, which adds spatial relations between visual
words using the graph structure; the authors reported a good perfor-
mance in several domains compared to traditional approaches.

4 PROPOSED METHOD

Fig. 1 summarizes the proposed method, which uses superpixel seg-
mentation for interest point detection, random-weight convolutional
features for local features representation and graph-based clustering
for supervised visual dictionary construction.
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Figure 1. Proposed method for supervised BoVW construction based on random-weight convolutional features and superpixels.

4.1 Class-Specific Superpixel-Based Interest Point
Detection

We propose an interest point detection method based on the segmen-
tation of the image in superpixels defined for each class. For this, we
use all the images of a given class to form a stacked image in which
the superpixels are defined, creating a coordinate space that is com-
mon to all the images in that class. The points detected in this space
will be related to the given class and also will be related to the object
borders.

Our method is based on the Iterative Spanning Forest framework
(ISF) [34], a graph-based method that defines the superpixels as trees
inside the graph that represents the image.

4.1.1 Initial seeds estimation

We will use the segmentation masks from the parasite images pro-
duced by the methodology in [31] to define the initial seeds for ISF
(per class).

Let λ = {λ1, · · · , λn} be the labels and Φ = {φ1, · · · , φn}
be the segmentation masks for the images I = {I1, · · · , In}. The
set of seeds S(i) for class i are obtained by applying grid sampling
inside the segmentation mask ϕ(i) of class i, which is defined as
ϕ(i) =

⋃
∀j,λj=i[φj ].

Then, class-specific stacked images {I(1), · · · , I(c)} are created
for the c classes, such that the feature vector ~I(i)(p) for each pixel
p ∈ I(i) is defined as the union of the feature vectors from all the
images in the class i, that is, ~I(i)(p) = {~Ij(p) | ∀j, λj = i}. This
operation requires the images to be in the same reference space (sim-
ple or deformable image registration might be necessary).

Note that this procedure will also work in a scenario where we
have multi-class images. In this case, the image Ii will have one
segmentation mask for each class, i.e., φi = {φ(1)

i , · · · , φ(c)
i }.

4.1.2 Superpixels definition with ISF

Next, we use ISF to define the set of superpixels {Ω(1), · · · ,Ω(c)}
for the c classes using the images {I(1), · · · , I(c)} and the seeds
{S(1), · · · ,S(c)}.

In the ISF framework, a given stacked image I(i) is represented
as a graph G(i)

1 = (I(i),A1), such that, a pixel p ∈ I(i) is represent
by its feature vector ~I(i)(p) in the node v ∈ G(i)

1 . The arcs in the
graph are defined by the adjacency relation A1 (e.g. 4-neighbors)
and they are weighted by a cost function f1(·) that takes into account
distances in the feature space and in the image domain.

A path πs t = 〈s = t1, t2, · · · , tn = t〉 is a sequence of adjacent
pixels from s to t, being that πt can be the result of extend πs by an
arc (s, t). The function f1(·) can be used to compute an optimum-
path π∗t to any t ∈ I(i), provided that π∗t is optimum according to the
function f1(·), that is, f1(πt) ≤ f1(τt) for any other path τt ∈ ΠG(i)1

(the set of paths in G(i)
1 ). According to this, we can obtain an optimal

partition of the feature space as:

Π∗
G(i)1

(t) = min
∀πt∈Π

G(i)
1

{f1(πt)} (1)

where Π∗
G(i)1

is a predecessor map with no cycles representing a

optimum-path forest that contains the optimum path π∗t for every
t ∈ G(i)

1 . The set of optimum trees {ω1, · · · , ωs(i)} ∈ Π∗
G(i)1

consti-

tutes the set of superpixels Ω(i) for class i.
The optimization process from Eq. 1 takes a set of initial seeds as

input and then recomputes them according to the superpixels, repeat-
ing the entire process with the recomputed seed by a given number
of iterations.

According to [34], the cost function f1(·) can be defined as:

f1(πsj s · 〈s, t〉) = f1(πs) + (||~v(t)− ~µ(sj)||α)β + ||s, t|| (2)

where α ≥ 0 controls shape regularity, β ≥ 1 controls boundary
adherence, ~v(t) is the feature vector of pixel t and ~µ(sj) is the mean
feature vector of the superpixel of the previous iteration whose seed
is sj .

4.1.3 Interest points detection

Next, for each set Ω(i) we compute the superpixels’ boundaries and
perform a grid sampling inside those boundaries, i.e., given a stride
value, a set of uniformly-spaced points ψ(i) = {p1, · · · , pm(i)}
that follows the superpixels’ boundaries is chosen (interest points
for class i). Finally, the set Ψi of m interest points for a given
image Ii can be defined as Ψi = {ψ(1), · · · , ψ(c)}, where m =
|ψ(1)|+ · · ·+ |ψ(c)|.

4.2 Random-Weight Convolutional Features as
Local Feature Vectors

We propose to use a Convolutional Neural Network (CNN) with the
aim of improving the quality of the local feature vectors that are ex-
tracted to represent the interest points. We are basically applying the
set of operations of the network to the patches that are defined around
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each point. The result is a set of filtered images for each patch and
then the BIC algorithm [30] is used to encode the information on the
resulting images and form the local feature vectors.

On a traditional CNN, a back-propagation process is normally
performed during a given number of epochs to refine some set of
pre-trained weights that were obtained with another dataset (trans-
fer learning). This process, however, is time-consuming and it is not
straightforward to define the parameters and the methods that will
be used, such as the number of epochs, learning rate, optimization
algorithm, loss function, etc. Different choices at this point can lead
to very different results and this has become in one of the biggest
problem in deep learning nowadays.

We aim at using the CNN as a feature extractor and, as such, it is
not necessary to have the classification layers (i.e., fully-connected
and softmax) that are needed to perform back-propagation. Also, it is
important to mention that by using random weights we concentrate in
network architecture learning instead of parameter learning [3]. We
use random kernel weights that are standardized to have zero-mean
and one-norm, which turn them into texture extractors.

For each image Ii we extract the patches Σi = {σi,1, · · · , σi,m}
that correspond to the interest points Ψi and perform a feed-forward
pass with every σi,j , which produces a set of nk filtered images
σ̂i,j = {σ̂i,j,1, · · · , σ̂i,j,nk}, where nk depends on the architecture
of the CNN.

Regardless of the chosen architecture, we need to set the stride
for the convolution and max-pooling operations to 1, since the BIC
algorithm that is used in the next stage requires the images to be in
their original size. Another option could be to resize the images but
according to our tests this produces worse results. This is probably
because the resizing process produces noise while a stride value of 1
preserves the information in the resulting filtered image.

4.2.1 Convolutional features encoding using BIC

After obtaining the filtered patch images σ̂i,j , the most common en-
coding strategy for a CNN is using flattening over σ̂i,j . However, this
would lead to a very large local feature vector.

The Border/Interior Pixel Classification descriptor (BIC) [30] is a
very efficient descriptor that encodes texture in an image by analyz-
ing the neighborhood of each pixel to determine if it belongs to a
border or interior (homogeneous) region.

For a given filtered patch image σ̂i,j,r , we compute the quantized
image σ̂′i,j,r (i.e., a simplified image with less colors) and for every
pixel p ∈ σ̂′i,j,r we say that:

• p is a border pixel⇔ ∃q ∈ A2(p) , σ̂′i,j,r(p) 6= σ̂′i,j,r(q)
• p is an interior pixel⇔ ∀q ∈ A2(p) , σ̂′i,j,r(p) = σ̂′i,j,r(q)

where A2(p) is defined as the 4-neighbor adjacency for pixel p.
Next, we compute the color histograms h1

i,j,r and h2
i,j,r of the

border and interior pixels that were defined and the feature vector of
σ̂i,j,r is defined as hi,j,r = h1

i,j,r +h2
i,j,r . Finally, the feature vector

Hi,j for the image patch σi,j is defined as Hi,j = {hi,j,1 + · · · +
hi,j,nk} and the set of local feature vectors for image Ii is defined
as Li = {Hi,1, · · · ,Hi,m}.

4.3 Class-Specific Visual Dictionary Learning

We use the Optimum-Path Forest classifier (OPF) [25] to build the vi-
sual dictionaries. OPF does not need to know the number of clusters
a-priori, since it follows the distribution of the groups in the feature

space. Moreover, different from most of the approaches in the litera-
ture, we build specific visual dictionaries for each class, which gives
better results.

Note that using specific dictionaries for each class produces more
portable visual dictionaries across different applications. Whenever a
new application contains some of the classes used to create the visual
dictionaries, the extracted knowledge can be harnessed.

4.3.1 Initial graph definition

Given the set of local feature vectors L, we define the set L′ =
{L(1), · · · ,L(c)}, such that L(i) represents the local feature vectors
from class i.

Next, we define a graph G(i)
2 = (L(i),A3) using the feature vec-

tors from class i, which is a k-nn graph, i.e., q ∈ A3(p)⇔ q is one of
the k nearest neighbors of p. A given sample s ∈ G(i)

2 is represented
by its feature vector ~v(s) ∈ L(i) and it is weighted by the Probability
Density Function (PDF) of s. The PDF measures how densely are the
samples distributed in the feature space and according to [25], it can
be computed using the k-nn graph as:

ρ(s) =
1√

2πσ2|A3(s)|

∑
t∈A3(s)

exp

(
−d2(s, t)

2σ2

)
(3)

where σ = max∀(s,t)∈A3

{
d(s,t)

3

}
and d(s, t) is the Euclidean dis-

tance between ~v(s) and ~v(t).

4.3.2 Clusters computation using OPF

For a given graph G(i)
2 , the clusters are defined as the set of optimum

trees {T1, · · · , Tg(i)} that belong to the optimum-path forest Π∗
G(i)2

resultant from the partition of that graph according to a cost function
f2(·).

The optimum-path forest Π∗
G(i)2

can be defined as:

Π∗
G(i)2

(t) = max
∀πt∈Π

G(i)
2

{f2(πt)} (4)

where Π∗
G(i)2

is represented as a predecessor map with no cycles.

According to Rocha et al. [25], the function f2 is defined as:

f2(〈t〉) =

{
ρ(t) if t ∈ Ri
h(t) otherwise

f2(πs · 〈s, t〉) = min{f2(πs), ρ(t)} (5)

whereR(i) is the set of roots in G(i)
2 and h(t) is a handicap value.

The set of rootsR(i) is defined as the maxima of the PDF distribu-
tion of G(i)

2 , which dictates the number of clusters in the OPF graph.
The handicap value h(t) is used to avoid local maxima in the PDF
(i.e., too many clusters).

The parameter k in the graph G(i)
2 controls the granularity of the

clusters and it can be optimized in a given interval [1 · · · kmax] using
the graph-cut measure.

4.3.3 Visual dictionary definition

The set of visual words for class i can be defined as W(i) =
{r1, · · · , rg(i)}, where ri is the root of the optimum tree Ti ∈ G(i)

2 .
Finally, the visual dictionary D for the entire image set I is defined
as D = {W(1) + · · ·+W(c)}.

24th European Conference on Artificial Intelligence - ECAI 2020
Santiago de Compostela, Spain



5 EXPERIMENTS
In this section we present the experimental setup, the datasets and
measures that were used and also several tests that evaluate different
aspects of the proposed method.

5.1 Experimental setup
All the experiments related to BoVW were performed using an
Intel R© Core i7-7700 processor with 64 GB of RAM, running Ubuntu
16.04, and all the experiments regarding traditional deep learning
models were implemented with PyTorch and executed in a Nvidia R©

Titan Xp with 12 GB of RAM.

5.2 Datasets
The context of evaluation of the proposed methodology is the classi-
fication of intestinal parasite images, which is a domain where image
annotation requires knowledge from trained specialists. As such, we
deal with large unsupervised datasets.

We used optical microscopy images from the 15 most common
species of human intestinal parasites in Brazil, organized in two
datasets by the methodology proposed in [31]: Protozoan cysts and
Helminth eggs. Each dataset contains several classes that are very
similar among them (Fig. 2a and Fig. 2b) and also very similar to
fecal impurities (Fig. 2c). Table 1 shows the details of the datasets,
where the underlined values represent the impurities in each dataset.

Figure 2. Examples of a) Helminth Eggs, b) Protozoan Cysts and c) Fecal
impurities.

All the tests use the soft assignment methodology to build the final
feature vector for the images and a Linear SVM classifier (training
and testing phases).

The performance metrics used are: a) Accuracy (percentage of true
positives); and b) Cohen’s Kappa (level of agreement between the
classifier and the dataset ground-truth, considering the results ob-
tained for each class) [10].

Table 1. Datasets of the 15 species of intestinal parasites.

Dataset Samp Class Samples per class

P.Cysts 17696 6+1 869, 659, 1783, 1931, 3297
309, 8848

H.Eggs 5751 8+1 501, 83, 286, 103, 835, 435
254, 379, 2875

In the following sections we will use a reduced version of the
P.Cysts dataset without impurities to discuss several aspects of the
method and then, we will show the final results for all the datasets.
The dataset was splitted using stratified sampling into: 1) ZFL for

feature learning (10%); 2) ZCL for classifier learning (45%) and 3)
ZE for classifier evaluation (45%).

5.3 Class-specific interest points detection and
dictionary estimation

We will first address the impact of the use of category information
to both interest point detection and dictionary estimation, as well
as the benefits of using the class-specific superpixel segmentation.
Since we aim at showing the impact of the aforementioned aspects
independently of the use of deep convolutional features, we use the
vanilla BIC descriptor in this section.

Table 2 shows the results. As we can see, the best results are ob-
tained using class-specific superpixels (ISF-class) and class-specific
dictionaries (OPF-class). Moreover, we can also see that ISF-class is
better than Grid sampling regardless of the chosen strategy to build
the dictionary (Unsup-OPF or OPF-class). At the same time, the use
of OPF-class is better than Unsup-OPF regardless of the chosen strat-
egy to extract the interest points (Grid or ISF-class). On the other
hand, the number of visual words is larger for the chosen methodol-
ogy, but this is justified by the higher accuracy rates.

Table 2. Evaluation of dictionary estimation and interest points detection
methods.

Measure Unsup-OPF OPF-class OPF-class
Grid Grid ISF-class

kappa 80.53 81.68 84.09
# words 576 804 1266

5.4 CNN architectures for local feature vectors
extraction

We will now address the impact of the CNNs to build the local fea-
ture vectors. We first test simple random-weight CNN architectures,
such as networks with 1, 2 and 3 layers and then compare those re-
sults with well-known architectures like AlexNet [14] (Table 3 shows
the architectures used). All the tests use ISF-class to detect the inter-
est points and OPF-class to build the visual dictionaries. Since we
want to focus on studying the impact of the network architecture and
not the encoding strategy, we are using the raw values of the filtered
images produced by the CNNs (flattening).

Table 3. Architectures of the random-weight networks tested.

Network Layers Kernels ReLU Pool
Num Size Size

1 layer 1 8 9 yes 4
2 layers 1,2 8,16 9,9 yes 4,4
3 layers 1,2,3 8,16,32 9,9,9 yes 4,4,4

AlexNet 1,2,5 64,192,256 11,5,3 yes 3,3,3
3,4 384,256 3,3 yes –

Table 4 shows the results for the different network architectures
and with different stride values. The patch size around each inter-
est point is set to 9 and, for the sake of speed, the stride for the
superpixel-based interest point detector is set to 25.

The first aspect that is worth mentioning is that the AlexNet and
many other popular CNN architectures use stride values in the mid-
dle of the convolution and max-pooling operations. This is done for
speed-up reasons since the images are being down-sampled as the
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Table 4. Evaluation of network architectures and stride values (using raw
convolutional features).

Metric 1 layer 2 layers 3 layers AlexNet
strd=4 strd=1 strd=1 strd=1 strd=1

kappa 68.91 72.78 73.15 74.21 77.96
accuracy 76.88 79.59 79.84 80.59 83.29
#words 332 439 406 437 536
#feats p/word 648 648 1296 2592 20736

network goes deeper, but it is not clear if this causes losing informa-
tion. Hence, we tested this aspect and the use of a stride value of 1
gives almost 4% more in accuracy (columns 2 and 3 in Table 4).

Next, we fixed the stride to 1 and tested the networks with 2 and 3
layers and the AlexNet. As we can see in the columns 3-6 of Table 4
the more layers we add to the network, the higher the accuracy (the
kappa measure went from 72.78 to 77.96) and also the higher the
number of words.

Nevertheless, one problem of using a more complex architecture
is that the dimension of the visual words grows up significantly (it
went from 2592 to 20736 features). At this point, the use of the BIC
algorithm to characterize the filtered images becomes very useful,
since it will quantize the feature vectors and produce a representation
of the same dimension regardless of the chosen architecture.

Table 5 shows the results of using the BIC algorithm over the con-
volutional features with 4, 8 and 16 bins compared with the prior
scheme. Note that for these tests we are using a stride value of 7 in
the interest point detection phase to improve the accuracy results.

Table 5. Comparison of flattened convolutional features and BIC
convolutional features. All the tests use the AlexNet network.

Metric Flat BIC
4 bins 8 bins 16 bins

kappa 86.98 85.30 86.83 86.80
accuracy 90.14 88.88 90.01 90.01
#words 4713 3210 4268 8301
#feats per word 20736 2048 4096 8192

As the table shows, the performance is equivalent in terms of
kappa, but there is an important difference in terms of the number
of features of each visual word (almost 5x less features for BIC-4).
The impact of the number of features per word relies on the time
needed to obtain the visual words (clustering algorithm). We will
then use the BIC-8 variant to have a balance between kappa score
and number of features per word.

5.5 Comparison with traditional CNN methods
We are now interested in evaluating how well our method performs
in comparison to a traditional CNN.

We used 3 baselines based on the AlexNet architecture for com-
parison:

1. ANFT : pre-trained weights, fine tuning with ZFL + ZCL and
evaluation with ZE .

2. ANFF : pre-trained weights, frozen feat extraction layers, training
with ZFL + ZCL and evaluation with ZE .

3. ANRW : random weights, training with ZFL + ZCL and evalua-
tion with ZE .

Note that we use ZFL + ZCL to train the CNN models since
they are used during the learning phase of our method. However, our
model uses only ZFL to learn the features (visual words) and ZCL
to train the SVM.

All the CNN baselines use Cross Entropy Loss, SGD optimizer,
100 epochs and a learning rate of 0.001 with a scheduler that multi-
plies its value by 0.1 every 7 epochs. The size of the batch can have
an important impact on the performance, so we conducted tests with
different batch sizes.

Table 6 shows the results for our method and the 3 baselines afore-
mentioned using batch sizes of 4, 16 and 64. As we can see, ANFT
obtained the best results, followed by our method. However, note that
our method obtained approximately 7% more accuracy than ANFF
and approximately 50% more accuracy than ANRW . Also, it is im-
portant to note that the advantage in accuracy obtained by ANFT
depends on the batch size.

Table 6. Comparison of our methodology with traditional CNNs.

Metric B.S. Method
Ours ANFT ANFF ANRW

kappa
4

86.83
94.52 78.64 0.00

16 90.74 74.32 0.00
64 80.35 66.88 6.95

acc
4

90.01
95.85 83.96 37.32

16 93.03 80.82 37.32
64 85.32 75.56 40.50

We would like to highlight that our method performed very well
considering that the network that used transfer learning was trained
using millions of images from the ImageNet dataset. Also note that
the accuracy is very low for the network initialized with random
weights, because it is not using transfer learning. Moreover, the
kappa value is 0 because the accuracy was 0% for some of the classes.

5.6 Comparison with other BoVW methods
In this section we compare the performance of our method to other
BoVW approaches:

1. BoVWOPF : grid samp, BIC desc, OPF and soft asgmt [6].
2. BoVWKM : grid samp, BIC desc, k-Means and soft asgmt [29].

Table 7 presents the results of out method compared to the 2 base-
lines. As we can see, our method obtained the highest accuracy. The
advantage over BoVWKM demonstrates that OPF creates better dic-
tionaries and the advantage over BoVWOPF demonstrates that the
use of class-specific superpixel segmentation detects better interest
points and that the use of convolutional features improves the local
features.

Table 7. Comparison of our method with other BoVW methods.

Metric Method
Ours BoVWOPF BoVWKM

kappa 86.83 81.05 44.03
accuracy 90.01 85.65 59.79
#words 4268 587 1000
#feats per word 4096 1024 1024

5.7 Final results
On this section we present the results for all the methods using all
the datasets. In this case, the datasets were splitted using stratified
sampling into: 1) ZFL for feature learning (1%); 2) ZCL for clas-
sifier learning (49.5%) and 3) ZE for classifier evaluation (49.5%).
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Figure 3. Accuracy and kappa results for all the methods in all the datasets (with and without impurities).

Note that we are using only 1% of each dataset to learn the features
(visual dictionary) since we aim at demonstrating that it is possible
to construct very good dictionaries from small labelled datasets.

Fig. 3 shows the accuracy and kappa results for our method com-
pared to the other methods using all the datasets with and without
impurities (resulting in 4 datasets). Note that the plots show results
for the CNN models using batch sizes ranging from 2 to 128. Also,
Table 8 presents a summary of the plots, considering only the best
results for the CNN models.

As we can see, our method is better than the other BoVW ap-
proaches in 3 of 4 datasets, is much better than the ANRW approach
in all the cases and comparable in some cases to ANFF (which used
the pre-trained weights but did not refine them). Note that in some
plots ANRW is missing, that is because it obtained less than 40%.

We would like to highlight that in the case of the H.Eggs datasets,
our method obtained a difference of more than 30% (with impurities)
and more than 60% (without impurities) compared to ANRW . This
is an indication that a CNN needs to be trained with with a lot of
labelled images, while our method is able to learn features from a
training set with as low as 57 images (H.Eggs dataset). Finally, note
the difference in the use of the accuracy and the kappa measures.
In some cases, the accuracy is almost 20% higher than the kappa

measure which is an evidence that the accuracy is not a good measure
since it camouflages the classification errors in some classes.

Table 8. Summary of the final kappa results for all the methods in all the
datasets (with and without impurities)

Method Dataset

H.Eggs H.Eggs
(N.I.) P.Cysts P.Cysts

(N.I.)
Ours 86.5 ± 0.3 95.1 ± 1.3 65.1 ± 8.1 78.3 ± 2.1
AN1 96.9 ± 0.6 99.3 ± 0.2 95.6 ± 0.4 96.7 ± 0.2
AN2 92.8 ± 0.3 98.3 ± 0.3 77.5 ± 0.6 81.7 ± 0.8
AN3 0.0 ± 0.0 7.2 ± 10.1 39.1 ± 3.8 43.6 ± 3.4

BoVW1 78.0 ± 1.2 93.2 ± 0.5 43.7 ± 2.3 62.8 ± 4.9
BoVW2 75.4 ± 0.8 94.0 ± 0.4 52.4 ± 2.7 79.6 ± 0.5
AN1: ANFT , AN2: ANFF , AN3: ANRW , BoVW1: BoVWOPF ,
BoVW2: BoVWKM

6 CONCLUSIONS
We have presented a novel approach to learn class-specific visual
dictionaries from a set of interest points extracted from a set of class-
specific stacked images. We showed that the characterization of the
interest points with random-weight convolutional features encoded
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with the BIC descriptor builds better local feature vectors. We per-
formed comparisons of our method with several baselines, showing
that our method achieves better performance than traditional BoVW
approaches. Also, we showed that it is possible to build effective vi-
sual dictionaries from very small sets of labelled images which are
able to beat a CNN initialized with random weights and that can also
be comparable with CNN models loaded with pre-trained weights.
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